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PRESENTATION

The 24th International Symposium on Electronic Art (ISEA2018) will be hosted in sulb-Saharan
Africa for the very first time, thanks to Durban University of Technology (DUT), eThekwini
Municipality, KZN Convention Bureau, Innovate Durbban and The Trinity Session. ISEA2018
presents a culmination of collective efforts from a range of individuals, across disciplines,
committed to electronic arts and design.

DUT's Faculty of Arts and Design, the home of Digifest, is pleased to co-host ISEA2018. City
Campus, with its rich history, is itself an intersection of heritage, tradition, innovation and the
future, intersecting with highways and throughways, public and private spaces; immersed
in a confluence of cultures, communities and activities. Our inner—city university campus
provides an engaging space for experimental, innovative work from emerging digital artists,
and our Arts and Design Digital Festival (Digifest) provides a platform for engagement.

Digifest was approached to be involved in ISEA2018, to engage with international scholars
and practicing electronic artists, so as to enhance and grow our Durban festival. Rooted
iNn a University with direct links to industry and the city, Digifest is committed to providing
students with a platform to experiment and showcase their work. We are pleased to present
a selection of our interdisciplinary, collaborative Digifest-incubated projects at ISEA2018. Our
Digifest App and various design and layout contributions to ISEA2018 are all the work of
DUT students and graduates. We are pleased to have been selected as an ISEA2018 legacy
poroject and hope to draw on partnerships to consolidate and sustain our local festival.

René Alicia Smith, PhD

Executive Dean: Faculty of Arts and Design, Durban University of Technology
ISEA2018 Academic Director and Digifest Director
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PREFACE

The overall theme of this year's ISEA, Intersections, allows for a reflection and engagement
on the transformative nature of art and its convergence with science and technology.

In conceptualisng the ISEA2018 experience we were guided by ISEA International
requirements for a localised festival, offering unigue experiences of an interdisciplinary
symposium, comprising ‘an academic conference, art exhibitions, performances, public
events, and related activities’, as well as incorporating ‘aspects of local culture, history and
traditions”.

We are located at intersections of African and colonial heritage; first and 'second’ economies:;
local and international cultures; simulated and lived experiences. ISEA2018 provides a
platform for encounters and interaction with innovation and activist engagement in public
and private spaces. Symposium subthemes include: hybridisation and purity; emancipation
and pain; spirit and flesh and in-between the cracks and submissions explore (amongst
others) art interfacing with networks, urbanisation and social justice. Significantly, we find
ourselves at the intersection of ISEA201/ in Manizales, Colombia where the focus was on
critical considerations vis-a-vis Bio Creation and Peace and ISEA2019, which takes place in
Seoul.

The overall programme design of ISEA2018 is based on feedback from previous ISEA
experiences and guidelines from ISEA international. The final list of Keynotes prioritises
inclusivity and these proceedings are equally reflective of the diversity of voices from the
global south and north. A total of 281 submissions for papers, posters, panels and roundtables
were received via EasyChair. A double-blind peer review process culminated in the selection
of papers for ISEA2018 proceedings.

A special thank you to all contributors, IPC members and to the ISEA Board - including its
Executive Director who helped guide us on our journey to ISEA2018.

ISEAZ0IS Academic Committee

Dr Rufus Adebayo, Ismail Farouk, Dr Maleshoane Rapeane-Mathonsi, Prof Richard
Millham and Dr René Smith.
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SUB-THEMES

Hybridisation and Purity:

The sub-theme provides for contributions reflecting the purity of numbers, code and
technology interfacing with art, as well as hybridisation in relation to art, science and
technology. This sub-theme includes contributions on identities, diversity and pluralism,
migration and urbanisation as well as notions of democracies - all in relation to art, science
and technology.

Emancipation and Pain:

The sub-theme provides for contributions on the politics of art, science and technology in its
proadest sense. This includes critical assessments on surveillance and intelligence; ‘high art”
elitism and exclusivity, popular culture and inclusivity.

Spirit and Flesh:

The sub-theme provides for contributions on intangible and tangible heritage; on mobius
and teleos; as well as indigenous knowledge systems, reality and lived experiences. It also
includes contributions on the self and the body as well as on infinity and life beyond.

In between the cracks:

The sub-theme allows for contributions on anything in-between: which do not fitinto identified
sub-themes, and that push the boundaries of art, science and technology. Individual scholars
and artists, as well as those working in groups are welcome to propose sessions, events,
roundtables, exhibitions and performances which go beyond the suggested themes and
which seek to enhance the overall conference experience

Durban, South Africa
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A Flexible Approach for the Application of Immersive Audio to an
Installation Performance

Sean Devonport, Richard Foss

Rhodes University, Grahamstown
South Africa
£12d0325@campus.ru.ac.za R.Foss@ru.ac.za

Abstract

This paper investigates the use of the ImmerGo spatial audio
system and Ethernet AVB as a platform for the creation and
deployment of immersive audio content. An analysis of Ethernet
AVB and ImmerGo’s features is given. This is followed by a
practical implementation of ImmerGo within an installation
setting of a choreographed performance. This approach provided
key features such as user control from a mobile device to render
positions of audio tracks and control DAW transport. The Ethernet
AVB network allowed for real-time synchronized audio streaming,
audio device interoperability, distributed endpoint processing and
simple audio routing schemes.

Keywords
Immersive installation, Object based audio, mobile device control,
distributed processing, spatial audio rendering algorithms,
networked audio, Ethernet Audio Video Bridging, applied
research, live sound engineering.

Introduction

Immersive audio within mixed media performance and
installations has become a popular topic in recent years.
Many artists would like their work to be enhanced by
multichannel sound systems. Unfortunately these systems
can become large which make them hard to manage and
maintain, as well as very costly. Adding to the complication,
a multitude of devices may need to be connected to mixing
desks and multi I/O converters prior to even being able to
play audio to the sound system. This requires large front of
house areas to house the equipment during the
performance. These complex signal paths and their control
can stall the creative process when audio engineers mix for
these events.

This paper investigates the ImmerGo spatial audio
system [1] and Ethernet Audio Video Bridging (AVB) [2] as a
basis for a versatile audio system that is easily scalable and
controllable. It may be used to aid the mixing process for
multichannel audio installations. The system is designed to
reduce laborious routing procedures and makes use of
distributed end-point processing for spatial audio
rendering. This allows an engineer to efficiently manage the
setup and control of a multichannel spatial audio system. A
practical use of this system is demonstrated which shows
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these two technologies working together to provide a
framework with which to create immersive audio content
efficiently and deploy it effectively.

The subsequent sections proceed as follows. First, there
is a brief description of the Ethernet AVB specification with
a focus on device interoperability. Following this, there is a
short explanation of the ImmerGo framework and it’s
AVBenabled features. Lastly there is a practical example of
an installation that demonstrates these technologies.

Ethernet AVB

The Ethernet AVB (Audio Video Bridging) standard [3] is an
open |EEE standard networked audio solution. It is built on
current IEEE 802 Time-Sensitive Networking protocols by
the IEEE 802.1 Audio/Video bridging task group. It allows
for real-time media transmission over an Ethernet network
that ensures appropriate Quality of Service (QoS) delivery
by determining worst case delay times for network
transmission and media input and output buffering. It also
provides a mechanism to enable simple connection
management and control of any AVB-capable devices and
being an open standard it enables adoption by different
manufacturers. The standard makes use of specific network
switches that handle specific network traffic and time
synchronization for media transmission.

The standard’s media encapsulation model allows for the
streaming of uncompressed, synchronized audio to devices
on the network with low latency. It’s device description
model, known as the AVDECC Entity Model (AEM), enables
device interoperability. These models provide the capability
of streaming audio to devices while also controlling them
from other end-points on the network. A number of
different manufacturers have already developed AVB
compliant audio interfaces that are able to communicate
with one another using the protocol.

How AVB works

Typically, AVB devices are labelled as either listener, talker
or both. Listeners have the sole purpose of receiving
incoming audio streams from the network. Talkers are able
to send audio streams to the network. Talkers stream



media to specific listeners using the 1722 Audio Video
Transport protocol [4]. Each device has a MAC address
which is used to create it’s AVB specific entity ID and makes
it individually addressable on the network.

The control protocol of the Ethernet AVB specification is
the 1722.1 AVDECC (Audio Video Discovery Enumeration
Connection management and Control) protocol [5]. This
protocol provides the ability for devices to make
themselves and their control parameters discoverable on

may be created and devices can send control requests to one
another. The device specific parameter controls are described
within the AEM of each device.

For any AVB-capable device to make effective use of these
protocols, they must first all be connected to an Ethernet
AVB-enabled switch. This switch has firmware which is
designed to the Ethernet AVB specification and performs
traffic shaping, precision timing and stream reservation of the
bandwidth thereby providing the QoS necessary for real-time
transmission. This QoS ensures that all media transmission
is deterministic and has low-latency.

A diagram of a typical Ethernet AVB network is shown in
figure 1.

talker and fistener "F;
J i !
e Y | talker |
' ; ! . [
! AVE switch
. —— i
! l
listener listener listener

the AVB network. Once these devices are discovered,
stream connections Fig. 1: A typical AVB network. Purple arrows
correlate to audio streamed directly to listeners attached to
speaker outputs. The green routing path correlates to audio sent
from one AVB device to another before being streamed to those
same listeners.

INTERSECTIONS

Figure 1 indicates that an AVB device is able to act as both
a talker and listener at the same time. Specifically this
means the device would be able to retrieve audio streams,
and further stream them to other devices on the network.
These stream connections may be controlled via an AVDECC
connection matrix as shown in figure 2. This connection
matrix software will then generate appropriate AVDECC
connection commands for devices being connected.

Figure 2 shows a connection matrix with 4 devices
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Fig. 2: An AVB connection matrix which is natively implemente
within an Apple Mac. Columns denote device talker outputs. Rows
denote device listener inputs. Active connections are shown as dark
green with an ’x’.

ImmerGo

The ImmerGo system uses a client-server based approach
to sound localisation which is different from plugin based
approaches such as New Audio Technology’s Spatial Audio
Designer [6] and Facebook’s Spatial Audio Workstation [7]
[8]. Plugin based approaches restrict a user to the DAW
streaming audio to one another. Here we have an Apple
Mac virtual AVB entity acting as both a talker and listener.
The other devices are specifically talkers or listeners. Their
connections are listed below.

1. The Apple Mac’s virtual AVB talker streams a single
audio stream to 2 DSP4YOU network DACs.
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2. The Ultralite AVB interface streams to the Apple
Mac’s virtual AVB listener.
workspace and require a plugin on each channel before
being able to localize them.

The client-server approach allows for the spatial audio
renderer and it’s control to run in parallel with any
multichannel audio software housed in the computer. This
provides the ability to render the audio track positions in
real-time without being restricted to the DAW [9]. Also
particularly in ImmerGo’s case it allows for the capability to
distribute rendering processing to multiple processor end-
points outside of the computer running the multichannel
audio software. This client-server and distributed
processing approach is well suited to spatial audio content
creation and gives less restriction to the user in terms of
what multichannel audio software they wish to use. For the
purposes of this paper the Reaper DAW [10] will be
considered as the multichannel audio software that houses
the multiple audio channels that are to be localized.

ImmerGo provides the following functionality,

e Control over object based audio mixing.

e Distribution of processing load to multiple end-
points.

e Management of AVB connections.
e Client control from a web browser.

e Control over DAW transport.

Object Based Audio In ImmerGo

Object based mixing has been designed specifically for
spatial audio. Each audio track has associated with it
metadata that is used by a spatial audio renderer to mix
the audio appropriately to speaker outputs. Various
parameters may be contained in the metadata that are
used to describe the audio track’s position, volume,
distance and spread within the mix. This metadata is
associated with timestamps that allow these parameters
to change over time.

Object based audio mixing is distinguished from channel
based audio mixing in that it abstracts the spatial
information of audio tracks from the rendering stage. [15]
Channel based mixes are created specifically for a
determined speaker configuration when being mixed and
result in a multichannel audio file where each channel
pertains to a signal driving a speaker. These are generally
mastered and compressed prior to playback on a specific
speaker system (such as 5.1, 7.1, 11.1 etc). These mixes are
only perceived correctly when played back on the speaker
systems they were mixed for. Object based audio abstracts
from the channel based approach as it ties positional
metadata to audio tracks that can then be used by a
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renderer to calculate signals driving speakers at a later
stage at playback. This offers more flexibility when creating
spatial audio content as the positional information of track
objects are recorded and can be then be used by a renderer
that’s designed for arbitrary speaker configurations.

A standardised object based audio specification was first
introduced by the European Broadcasting Union (EBU)
within their "TECH 3364" as an "Audio Definition Model -
Metadata Specification" [11] and since then other
proprietary versions have been developed and used by
larger companies’ technologies such as Dolby Atmos, DTS:X
and Auro3D AuroMax [12] [13] [14].

The EBU specification provides the basis for the track
object model metadata used by ImmerGo [16]. In this
specification, audio tracks are referred to as unique objects
within a 3D environment. Associated with these unique
track objects are sound levels, locational coordinates as
well as any other position specific information such as
spread. This is coupled with the ability to timestamp the
objects so these parameter changes may be recorded over
time.

Object Based Audio Rendering In ImmerGo

Other object based audio control and rendering platforms
such as the Jamoma package in MaxMSP [17] [18] offer
similar capabilities to ImmerGo, however there is a
noticeable processing ceiling when the speaker
configuration becomes large. ImmerGo provides a novel
approach within it’s implementation since it distributes the
rendering processing by leveraging Ethernet AVB
networking and the AVDECC protocol.

One of the Ethernet AVB device types used with
ImmerGo is the NDAC8, which is built by miniDSP [19].
NDAC8s contain XMOS processors [20] which have been
modified to contain a mixing matrix that is controllable via
AVDECC control messages sent from the ImmerGo server.
This mixer matrix is shown in figure 3. It accepts 8 audio
inputs from an AVB stream and performs an attenuation
followed by summation mixing to 8 speaker outputs. This
makes the system easily scalable as users of the system may
incrementally add more processing power to their setups as
they add NDACS8s and speakers and needn’t purchase a full
rig at once. The ImmerGo server is able to pick up added
processors on the network automatically by using a speaker
configuration file. This prevents the need to manually set
up complex channel connections.
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Fig. 3: Mixer matrix within each NDACS.

This distributed approach splits rendering of spatial
audio into two main processing components,

1. Calculating speaker mix levels for each audio track
within the server.

2. Mixing audio track samples at end-point NDACS8
processors using commands from the server.

ImmerGo Configuration and Connection

Management

Figure 4 shows a typical ImmerGo setup. The server has
been built using nodelS [21]. NodelS provides necessary
packages for all the interaction between the various
processes in the ImmerGo system. The server is hosted on
a single Apple Macintosh computer and is able to send
AVDECC requests to devices on the AVB network using
Apple’s native AVB virtual entity, as well as communicate
with a DAW via MIDI. The client is hosted on any device that
has a web browser and can connect to the network that the
server is on. The XML file in figure 5 contains information
pertaining to each NDAC8’s MAC address, the number of
speakers for each NDACS8 and their physical positions in the
room. Upon initialization, the server places the information
in the XML file into program memory. This allows for
AVDECC messages to be sent to each AVB-enabled device
to control and provide AVB stream connection
management between network devices and the Mac AVB
virtual entity. The speaker positions are used by the server
to calculate and send the appropriate track mix levels to
each processor.
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Fig. 5: XML file containing relevant speakers for particular DACs on
the network.

ImmerGo uses AVDECC Connection Management
messages [5] to manage all relevant device connections
prior to streaming audio. This removes the need for the
audio engineer to set them manually. The MAC addresses
contained in the speaker configuration XML are used to
send connection requests to each NDACS8 to connect
streams from the Mac’s AVB virtual entity talker to their
listeners.

The server sends MIDI messages to the DAW via an
internal MIDI driver to control DAW transport functions.
Similarly, it also receives MIDI timecode (MTC) from the
DAW which it uses to timestamp track location updates as
well as ensure track location wupdates happen
synchronously. This will be elaborated upon in the following
section.
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ImmerGo User Interface

The client GUI is served within a web browser which allows
for a number of client devices to be used with ImmerGo.
Figure 6 shows the Ul that is served to the browser.

. — . = m

Fig. 6: The immerGo Ul

The upper half of the interface is the track object control
window. It shows the room with the physical speaker layout
and walls surrounding the speakers. Speakers on the top of
the room are shown differently from speakers on the side.
Top speakers are darker and shown as squares with circles.
The user may select tracks in the track selector bar just
below the object control window and then use the purple
dot or the vertical and horizontal sliders on the perimeter
to position the audio object’s height and horizontal x-y
position in the room. The height of the source is given by
the thin white line crossing the room walls. The user is also
able to enable the gyroscope located in a mobile device
using the check boxes. This allows for the control of a
source’s position using tilt, rotate and yaw gestures. The
volume slider controls the loudness of the selected track
and the spread slider controls the spread ratio of a source
across the speaker array.

The mute and solo buttons are used to mute and solo
particular tracks and the display button allows any recorded
tracks to be displayed in the object control window.
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In conjunction with spatial audio control, the client has
controls for the basic transport control of a DAW and
recording of track position given as the rewind, fast
forward, pause, stop and play buttons. These controls use
MIDI messages sent to the DAW which allows the control to
be mapped to the corresponding DAW control using the
MIDI bus. The timeline of the DAW is given in the box just
next to transport controls and displays the MIDI timecode
received from the DAW. The record button is used to record
track position movements in real-time.

If automation is recorded, it is saved to a file that may be
played back at a later stage. The buttons that do this are the
save and load buttons. There is an algorithm selector
button which allows for a user to select a particular
rendering algorithm. These algorithms are explained in the
next sub section.

ImmerGo Rendering Algorithms

ImmerGo’s object based audio mixing approach provides
the ability to interact with different rendering algorithms
[1]. Each individual track’s locational metadata is able to be
fed into these various rendering algorithms which output
mix levels required to render a track’s position to the
speaker array. Mix levels for each speaker pertaining to
each track are then used for the mixing of audio.

Currently ImmerGo has implemented two different
spatial audio rendering algorithms. Namely, vector-base
amplitude panning (VBAP) [22] and distanced-based
amplitude panning (DBAP) [23]. Both of these algorithms
have the ability to create spatial audio content. However,
there are particular limitations with both which make them
better suited for different setups.

For any virtual source to be localized, vector-base
amplitude panning determines the closest triplet of
speakers to that source. This triplet forms a vector base
where the listener is situated at the origin. These linear
vectors are then used as gain values for each speaker to
localize virtual sources within the triplet. This essentially
means that there needs to be a locus, or 'sweet spot’,
where a listener may experience the spatial audio content
around them. As a result of this, speakers need to be
situated on the perimeter of a sphere and the listener needs
to be located in the centre of the sphere and can only
correctly perceive virtual source location when in the sweet
spot.

DBAP [23] is formulated on the inverse square law of
sound pressure attenuation over distance. This means it
only takes distance of source to speakers as parameters and
there is no locus, or ‘sweet spot’ considered. This makes it
well suited to irregular speaker arrays where listeners are
not restricted to one location but can move about.
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Art installations generally require very irregular speaker the AVB stream are mixed and sent to the appropriate
setups due to them being housed in irregular venues. speaker outputs.
Speakers may need to be placed in positions that are not
within a sphere. For the purposes of this paper, VBAP is
not considered further because of the constraints that it’s
formulation imposes.

DBAP has the following features which make it well
suited to installation art,

e Speaker gain values for tracks are calculated
according to their distance from the virtual audio
source, so no central sweet spot is specified.

e Virtual sources will still retain their perceived
positional information no matter if speakers are
added or removed.

Thanks to the formulation of this algorithm it is simple
to scale the speaker configuration. As more speakers are
added to the array, the normalization process of the
algorithm will always account for any added speakers so
the sound energy distribution remains constant. Arbitrary
speaker arrays are well suited to the DBAP algorithm. [24]

Typical ImmerGo Workflow

This section describes a typical setup and workflow of
ImmerGo. Here it is assumed an Apple Macintosh computer
is used to host the server.

First the ImmerGo application is opened on the server
and a speaker configuration XML is selected by the user.
The server then determines the internal MIDI bus used for
transport control and timeline display, the AVB network
that the NDACSs are attached to and the network that is
used by the client. The server also connects a single 8
channel AVB audio stream from the Mac’s virtual AVB entity
to each NDACS that is specified in the speaker XML. Once
the server is initialized a client device may type a URL,
specified by the server application, in to a web browser. The
client then receives the ImmerGo Ul upon successful
connection to the server. Here the user may now position
track sources within the speaker array.

When positioning track sources the client sends the
locational metadata to the server via a network socket. The
server then uses this metadata to calculate each speaker’s
mix level pertaining to the track being positioned. Once the
speaker mix levels have been calculated, they are
encapsulated in an AVDECC control packet and sent via the
AVB network to the appropriate NDAC8s at every quarter
frame of MTC received from the DAW. Once the NDAC8s
receive the mix levels, the channels of audio received from
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Practical system configuration and
implementation
This section describes the employment of ImmerGo and Eth-

ernet AVB at a public performance held at an arts festival
[25] [26]. The spatial audio rendering of the audio was con

trolled by the ImmerGo system in real-time. The speaker

configuration consisted of 23 small full range speakers and
1 subwoofer which were hooked up to 3 NDACS8s. Figure’
shows a diagram of the actual room layout of the installation
with it’s 3 main zones.
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Fig. 7: Layout of the installation showing speakers in red, sub
woofer in orange and the microphone placement. The audience were
required to move through the tunnel that connected the different
zones.

Installation Content

Figure 8 shows a picture of the installation space. The
installation spanned two large rooms and consisted of a
long tunnel made out of plastic milk bottles and various
polyester packaging. The audience were asked to crawl
through the tunnel. Actors were situated at each of the 3
zones and interacted with both the sounds and the
audience. The sound score consisted of both static and
dynamic sources. The static sources were field recordings of
an electric substation, polluted river water and water
swishing within milk bottles. These field recordings were
situated at the 3 different zones. The dynamic sources were
recorded foley sounds of plastic bottles being crunched up.
The interactiveness of the installation was enhanced using
live recordings of the audience in the tunnel that were
played back on the speakers.
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Fig. 8: Main room for installation.

capture and stream live feeds from two microphones placed
in separate rooms. The NDAC8s were connected to two
amplifiers which powered speakers located around the instal-
lation space. All of the AVB network devices were connected
to a single MOTU 5 port AVB switch [28].
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Technical Setup

Figure 9 shows a diagram of the system setup that was built
for the installation. It contains multiple AVB enabled
devices that stream audio to one another. The observed
system configuration used an Apple Macintosh Mini to host
the ImmerGo server and the Reaper DAW which held an
ambient multitrack. A MOTU Ultralite AVB [27] interface
was used to

Fig. 9: System configuration used at installation.

The process of operation was as follows. Firstly the
system was set up prior to panning. The Mac’s virtual entity
was enabled with input and output streams set to carry 8
channels of audio each as shown in figure 10. The AVB
connection matrix within the Mac then allowed for
connections to be made using a connection matrix GUI as
shown earlier in figure 2. A talker connection was made



from the Ultralite’s AVB talker to the Mac’s AVB virtual
entity listener. From here, the ImmerGo server was
initialized with the appropriate speaker configuration xml
file. The server then automatically set up a talker stream
from the AVB virtual entity talker to each NDAC8's listener.

The ImmerGo Ul that held the speaker configuration is
shown in figure 11. All speakers are shown as top speakers
because the configuration was constrained to the x and y
dimensions.
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Fig. 10: Mac AVB virtual entity setup.
]
L ]
L]
woe | [ Tomckt | [ Trackz | [ Trscka | [ Toncke | [ Tracks | [ ses |
Rewind | [ Stop | [ Pouse || Pay | | Frwd | oo uosooro

Muie || Solo | [Record | [displey | | Save ][ Load ][ casr |

Spowad volume LA les  FrmBek

Fig. 11: ImmerGo client GUI for installation.

Once the server was up and connections made, the
Reaper DAW was opened and the Ethernet AVB virtual
entity set as the audio interface. Figure 12 shows the

INTERSECTIONS

routing configuration setup within Reaper. 2 tracks for mic
1 and 2 were created and set to receive the live feed from
the Ultralite via the Apple AVB virtual entity listener. The
live feed tracks were set to monitor channels 1 and 2 of
stream 1 and these monitor feeds were manipulated using
Reaper’s built-in track delays, slight pitch shifting and
equalization to reduce room feedback and create an
ambient effect. 6 other tracks were also created that held
the pre-recorded ambient tracks. The 2 live monitor tracks
along with the 6 pre-recorded track channels filled an 8
channel stream output. This stream was then sent to each
NDACS via the AVB virtual entity talker. A single MTC track
was created within the DAW which sent MTC to the server
via the IACinternal MIDI bus on the Mac for any automation
that needed to be recorded.

From here the audio was streamed to NDAC8s connected
to the speakers in the separate rooms. The ImmerGo GUI
was hosted on a mobile device which allowed the mix
engineer to control the movement of the sources and DAW
transport from anywhere in the room. The performance
had a combination of static ambient sources and moving
sources. Dynamic sources included pre-recorded tracks and
the live track input feeds and were moved according to
audience positions whilst the performance was running.
This allowed for particular sounds to have an interactive
feeling. Different effects such as reverb, delay and pitch
shifting were applied within the DAW. These effects were
treated as separate audio objects that were able to be
positioned, which helped to compliment the immersive feel
of each audio object.
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Fig. 12: Routing matrix setup within Reaper. Here track
connections are shown as blocks. Track outputs are the rows and
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are connected to driver outputs at columns. Track inputs are red
connection blocks.

Conclusion

It has been shown that Ethernet AVB and ImmerGo offer a
viable way to create real-time spatial audio content that
meet the requirements of a choreographed art installation.
The analysis of Ethernet AVB and ImmerGo’s features
provided a terminology with which to describe the
installation’s audio setup. Ethernet AVB in particular
provided simple plug and play functionality to allow for
multiple devices from different manufacturers to stream
audio to one another with minimal latency and QoS. The
AVB connection matrix allowed for a simple routing setup
of audio channels to these devices.

Most notably, live audio feeds were able to be streamed to
the DAW via AVB which allowed them to then be controlled
by ImmerGo. The ImmerGo spatial audio system provided
an intuitive way to manage stream connections from the
DAW to NDACS8s as well as control the spatial audio mix
using a mobile device. The use of a mobile device gave the
engineer the freedom to move around the space as the
performance was mixed.
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Abstract

In this paper we will argue that artistic creations made by artifi-
cid minds will most likely lay beyond our ability to understand
them. We will assume that the emergence of consciousness in
artificial minds is possible and that the artistic creations we are
referring to are made by the artificid minds own valition. We
will build upon the definition of art as embodied meaning and
explore its relationship with embodied cognition to argue that
there is a binding of human artistic creation to the subjective
experience of existing in a natura and cultural world through a
human body that is born with a foretold death. Additionaly, we
will try to show that the best we can am at, as human beings
standing by an artistic creation by another species, isto an under-
standing of what could have motivated another human being to
create such a work. As such, we shouldn't be able to understand
an artistic creation originating by an artificial mind with a physi-
cal experience of the world that differs from our own, even if they
have a privileged access to our culture. The boundaries for this
incomprehension are those of the human mind.

Keywords

Machinic Art, Artificial Creativity, Artificial Intelligence, Con-
sciousness, Aesthetics, Artificial Aesthetics, Definition of Art,
Embodied Meaning, Embodied Cognition, Anthropomorphism.

Introduction: Four Assumptions

Our aim with this paper is to discuss artistic creation by
artificial minds. We will question how it is that we, human
beings endowed with natural minds, may or may not be
able to understand, enjoy, empathise with, or even recog-
nise machinic creations as art.

In order to develop this argument, we will make four as-
sumptions:

First assumption: Sometime in the future artificial minds
with at least human-level artificial intelligence will be
developed (Tegmark 2017).

Second assumption: Consciousness is an emergent prop-
erty (Gazzaniga 2011), it is substrate-independent and not
contingent on any properties of human wetware (Hof-
stadter 2007).

Third assumption: The emergence of consciousness in
artificial minds is possible, maybe even inevitable. We are
very aware of the intense, long-standing, and continuing
debate surrounding these questions, both in the fields of
artificial intelligence and cognitive sciences (e.g., Turing
1950; Turing 1951; Bateson 1979; Pinker 1999; Eagleman
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2011; DiSalvo 2011; Humphrey 2011; Oliveira 2017
Damasio 2017), as well as in philosophy (e.g., Jefferson
1949; Anderson 1964; Searle 1981; Penrose 1989; De
Landa 1991; Dennett 1991; Bostrom, 2014) and in artistic
and creativity studies (e.g., Boden 2004; Cope 2005;
Hayles 2005; Ariza 2009; Deutsch 2011). In fact, even
amongst the authors of this paper, the discussion is far
from settled, but this fact is, as are these discussions,
somewhat irrelevant to the arguments being proposed.t

We will argue that consciousness-endowed artificial
minds will significantly differ from human minds or other
organic and biologically evolved minds. And that there-
fore, their conscious experiences—because they are em-
bodied (Metzinger 2009, 18-19)—will likewise be signifi-
cantly different.

The most important thing to know about thinking ma-
chines is that they will think different. (Kelly 2016)

Fourth assumption: Because we are discussing artificial
intelligences that are at least human-level, that are en-
dowed with consciousness, and therefore with comparable
autonomy and agency, we will assume that these minds
may also feel the need to engage in artistic activities.

When discussing machinic art, or machinic creation, we
will not be referring to processes that are started by hu-
mans, where machinic systems are used by human artists
and eventually endowed with varying degrees of autonomy
in the development artworks (Galanter 2006). We will not
be discussing anthropocentric procedural, algorithmic, or
computational art, or what we may call generative art or
interactive art (Carvalhais 2016). In short, we will not be
discussing art produced by humans or for humans. We will
be discussing the possibility of posthuman art (Bogost
2012). We will do this by focusing on the possibility of

L If any scepticism regarding human-level or above artificial
intelligence, artificial creativity, or artificial consciousness does
not allow one to fully follow this paper's arguments, please try to
replace all occurrences of artificial intelligence by alien intelli-
gence. Imagine replacing the idea of a created computational
intelligence by the idea of an evolved organic intelligence that is
nevertheless fundamentally different from humans or any earth-
evolved intelligence. Keep in mind how Nicholas Rescher argued
that alien life forms are perhaps “so alien that their science and
technology is incomprehensible to us; we could never understand
it as intelligence.” (in Bogost 2012)



artistic creations developed by artificial minds and by those
artificial minds’ own volition. Naturally, from a human
point of view these will be procedural, algorithmic, and
computational, because they will be developed by compu-
tational systems. They will be generative, because the
systems will be fully autonomous from any human artist.
And they may be interactive, regardless of whether the
interactions to be developed involve humans or other self-
aware systems. They will not, however, be a result of a
human deferring some—or even most—of the decisions to
a machine, but the sole result of machinic intentions and
decisions.

The problem of defining art

Dwelling upon the problem of defining what art is reveals
a long list of putative definitions and an even longer list of
rebuttals. From the representation theories of art?

X represents y (where y ranges over a domain comprised
of objects, persons, events and actions) if and only if (1)
a sender intends x (e.g., a picture) to stand for y (e.g., a
haystack) and (2) the audience realizes that x is intended
to stand for y. (Carroll 1999, 25)

to the emergence of aesthetics as a discipline from the
eighteen-century onwards

x is an artwork if and only if (1) x is produced with the
intention that it possess a certain capacity, namely (2)
the capacity of affording aesthetic experience. (Carroll
1999, 162)

including expressionist theories of art

x is a work of art if and only if x is (1) an intended (2)
transmission to an audience (3) of the self-same (type-
identical) (4) individualized (5) feeling state (emotion)
(6) that the artist experienced (himself/herself) (7) and
clarified (8) by means of lines, shapes, colors, sounds,
actions and/or words. (Carroll 1999, 65)

and formalist theories of art

x is a work of art if and only if x is designed primarily in
order to possess and to exhibit significant form. (Carroll
1999, 115)

Each of these and other formulations of related theories
were presented at one point as very promising definitions,
but they all fell under the weight of art’s capacity to rein-
vent itself. They all seem to agree, however, in proposing
the existence of an intention that a creator somehow mani-
fests through a work of art—the x—to a given audience

2 For exemplar formulations of the different theories of art, and
for the sake of consistency and comparability, we will use those
proposed by N&el Carroll (1999).
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that has some ability to understand it. It is often difficult to
grasp, however, what makes this x—i.e., the object, action
or proposal in itself—entitled to the special status of being
considered a work of art if we ignore the context of its
creation and presentation. Andy Warhol’s Brillo Box (Soap
Pads) (1964) is a classic example of an artwork whose
physical manifestation has negligible objective differences
that we can use to differentiate it from the mundane object
it was inspired on. Arthur C. Danto uses this example ex-
tensively when defining his concepts of artworld

To see something as art requires something the eye can-
not decry—an atmosphere of artistic theory, a
knowledge of the history of art: an artworld. (Danto
1964, 580)

and of works of art as embodied meanings

The artwork is a material object, some of whose proper-
ties belong to the meaning, and some of which do not.
What the viewer must do is interpret the meaning-
bearing properties in such a way as to grasp the intended
meaning they embody. (Danto 2013, 38)

But what is this artworld that we must know before see-
ing something as art? How does the audience know they
should strive to interpret meaning in a material object?
These and other questions led George Dickie (1969) to
expand on Danto’s concept of the artworld and to propose
an institutional theory of art that states that

X is an artwork in the classificatory sense if and only if
(1) x is an artifact (2) upon which someone acting on
behalf of a certain institution (the artworld) confers the
status of being a candidate for appreciation. (Carroll
1999, 227)

This theory became very successful by refocusing the at-
tention away from the artefact and towards the sociocultur-
al context of its presentation. It does not, however, provide
any criteria to this status of being a candidate for apprecia-
tion. In the case of a given machinic artefact, the mere
recognition of it as art by any agent or institution of the
artworld would instantly make it art and the reasons pre-
sented for that recognition—whichever they would be—
would become a way to understand the work: problem
solved. The theory is unable to help us in excluding the
possibility of misunderstanding the proposal or even the
likelihood of considering as a candidate for appreciation
something that the machine did not intend as such.

Jerrold Levinson (1979) took the institutional theory of
art as an inspiration, but aimed to develop a new theory
that was more focused on the intentions of the individual
who created or presented the artefact or action. The histori-
cal definition of art thus states that

x is an artwork if and only if x is an object of which it is
true that some person or persons (1) who have a proprie-
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tary right over x (2) nonpassingly intend (or intended) x
for regard-as-a-work-of-art—i.e., for regard in any way
(or ways) in which objects already in the extension of
“artwork” are or were correctly or standardly regarded.
(Carroll 1999, 243)

This theory might be viewed as entailing an anthropo-
centric view of art, since it presupposes that the artefact,
action, or proposal was conceived to be regarded in a way
similar to those of previous—and strictly human-
conceived—artistic proposals. But, in fact, it has an elegant
way of integrating the idea that art is an open, evolving
concept that we can disentangle by looking for Wittgen-
steinian family resemblances. Also, it captures the inten-
tion of the creator that was present in previous theories but
absent from the institutional theory of art. Let us assume
that we somehow know that our machine has the explicit
intention of creating something to be regarded as an art-
work.®> How would we try to understand it? What do we do
when we regard something as art? What do we do when we
regard something as not-art?

One thing seems to be certain: regarding something as
art or as not-art is usually not a mere classification, but
most of the times an evaluation (i.e., a judgement of value).
And this evaluation comes from the experience we have of
that artwork (Dewey 1934), from the relation we establish
and the meaning we extract from it: we do not merely
see/hear/touch/etc. art, but we understand/feel art.

As we saw, in most definitions of art we have, even if
solely implied, a creator with intent and an audience capa-
ble of understanding meaning or significance. This relation
is mediated by an artwork, but whilst this artwork some-
how carries meaning or significance, those are not intrinsic
to it, i.e., they do not constitute objective characteristics.
Any artwork would simply cease to be an artwork without
the existence of subjects capable of understanding and
valuing it as such. Just as a gesture is never merely a phys-
ical movement, but it always conveys—or bears, as im-
plied by its etymology—an intention from one agent to
another. Stripped of this embedded meaning, a gesture can
be objectively described as a movement, but in doing so
we miss all of its intent, purpose and usefulness.*

This meaning, however, is usually not explicit. The art-
work does not describe or define meaning as, e.g. a math-
ematical expression would. Just as with a gesture, the un-
derstanding of meaning can be altered by our attention,
simultaneous stimuli, momentary feelings or our compre-
hension of the context. Our perception of emotion in mu-
sic, e.g., has been shown to be greatly dependent on cross-
modal interactions and to even be highly susceptible to

8 We should bear in mind, however, that it would be perfectly
acceptable for our machine to conceive a completely new and
unwarranted meaning to the word art before producing artworks:
our problem would just be a lot bigger.

4 For a good example of the problems raised by an objective
approach to art, see Danto’s take on the restoration of the Sistine
Chapel (2013).
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knowledge about the authors’ emotional context when
writing it (Margulis, 2017). If we were aiming to approach
music objectively, then this instability of reception could
be regarded as yet another proof of how unreliable and
biased our perception and cognition are. But it does not
make sense to approach art objectively. The fruition of art
is always about the subjective experience of the artwork
and anything that contributes to enrich our experience of
an artwork is not an obstacle, but a catalyser. And we all
share a long history of suspending our disbeliefs for the
sake of our experiences of art. Furthermore, this suspen-
sion of disbelief—or even the creation of new beliefs
(Gottschall 2012; Zacks 2015)—is often surprisingly ef-
fortless, and meaning spontaneously emerges in our minds
as more than the sum of its explicit parts, just as when we
understand a beautiful gesture or a compelling metaphor.
Anything that brings us closer to the ability to understand
intentions behind an artwork, a gesture or a metaphor—
even if based on fictitious cues, as long as we do not know
or do not actively choose to focus on the fact that they are
false (Zacks 2015)—deepens our experience. But how can
art do this to us? And how can we approach art in a mean-
ingful way despite this apparent volatility?

Approaching art subjectively

We propose that the main strategy we use when trying to
understand an artistic proposal is the subjective inference
of the subjective choices made by its author. Choices be-
cause we assume that the artist had various options and
freely selected the ones they presented. Subjective, on one
hand, because we always assume the existence of a subject
that made the choices: the author might be dead (in the
Barthesian sense) or unknown—or we might misinterpret
them entirely—, but we always infer their existence. Sub-
jective, on the other hand, because we tend to conjecture
intentions behind the choices. In this sense, the apprecia-
tion of art is very close to the moral appreciation of other
people’s actions and gestures: both assume the existence of
an uncoerced choice and both are based on the reading of
intentionality behind actions. As we don’t have direct ac-
cess to other minds, we are constricted to a second or third
person view over their behaviours as our gateway to know
their intentions. Yet we seem somehow able to avoid the
reductive aspects of behaviourism.

We do that by reading behaviours alien to us with the
superposition of our own experiences and feelings in order
to build a plausible model of the intentions behind them.
Artworks, in the sense that we take them to be the outcome
of subjective choices, are thus interpreted as direct or indi-
rect results of the behaviours of other human beings. In the
deciphering of these artworks, as in moral discernment and
gesture interpretation, we make extensive use of an aston-
ishing human skill: empathy, i.e., the capability of putting
ourselves in the other’s shoes, of thinking “what would |
do/feel/think if was seeing/experiencing/acting on the
world from that perspective”. For that, we make extensive
use of our imagination and, according to recent proposals



in neuroscience, a particular kind of neurones that fire both
when we act and when we observe the same action per-
formed by others: the mirror neurones or, as V.S. Rama-
chandran puts it, “the neurons that shaped civilisation”
(2011, 117). Contrary to what can be suggested by the
word mirror, however, the purpose of these neurones is not
merely to mimic other peoples’ actions. Instead, their be-
haviour is influenced by our predictions of what is likely to
happen, according to the inferred intentions of others, and
fire differently according to that interpretation:

If mirror neurons do, in fact, signal intentions, how do
they do it? One possibility is that the response of these
neurons is determined by the chain of motor activities
that could be expected to happen in a particular context
[...]. For example, when a person picks up a cup with
the intention of drinking, the next expected actions
would be to bring the cup to the mouth and then to drink
some coffee. However, if the intention is to clean up, the
expected action might be to carry the cup over to the
sink. According to this idea, mirror neurons that respond
to different intentions are responding to the action that is
happening plus the sequence of actions that is most like-
ly to follow, given the context. (Goldstein 2013, 168)

Being associated with actions, mirror neurones are high-
ly related to our internal mapping of our own body and we
use this somatic resonance extensively, along with our
experience of the limits of our own body and of the forces
exerted over it by the environment, when appreciating art.
We can feel weightless when watching Nureyev, over-
whelmed by the physical effort of Martha Argerich playing
Liszt’s B minor sonata or inhumanely balanced when star-
ing at The Dancing Shiva.

One day around the turn of the twentieth century, an el-
derly firangi (“foreigner” or “white” in Hindi) gentleman
was observed gazing at the Nataraja in awe. To the
amazement of the museum guards and patrons, he went
into a sort of trance and proceeded to mimic the dance
postures. A crowd gathered around, but the gentleman
seemed oblivious until the curator finally showed up to
see what was going on. He almost had the poor man ar-
rested until he realized the European was none other
than the world-famous sculptor Auguste Rodin. Rodin
was moved to tears by The Dancing Shiva. In his writ-
ings he referred to it as one of the greatest works of art
ever created by the human mind. (Ramachandran 2011,
238)

Not all art is, however, as directly relatable to the human
body as the traditional performing arts. Nonetheless, read-
ing a purpose behind actions depends on our ability to
understand or imagine the possible motives other human
beings had to act the way they did and we inevitably bring
our own experiences, our own body, and our own culture
to the table when judging an intention. We can find some
object beautiful or interesting, but we call it art solely if we
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can infer that someone had the intention of making it—or
presenting it—as art. That is why we tend to be particularly
careful in the way we experience something we find dis-
played at a museum, trying hard to unlock an intention
behind it. In an example that travelled the world in May
2016, two students visiting the San Francisco Museum of
Modern Art left a pair of “glasses on the floor below an
official-looking piece of paper to see how it would be re-
ceived by gallery-goers.” (Hunt 2016) Pictures of people
admiring and photographing this *“artwork” travelled the
world, through both social and conventional media, in most
cases framed as evidence of just how gullible gallery-goers
are or as how meaningless and decadent art has become.
But it could just as easily be seen as evidence of how much
art—in the classificatory sense—has the power to make us
question and seek for an understanding of intentionality
behind—or meaning embedded in—any object, action or
proposal.

Sometimes we can't understand a valid intention for pre-
senting it as art, as sometimes we can't understand why that
other person cut us off in traffic: in both cases, aesthetic
and moral, we can easily feel angry or defrauded. And it
seems clear that the closer our own experience is to the
experience of a given artist, the easier it will be for us to
understand (i.e., relate to their choices) and judge (i.e.,
conjure other possibilities and judge them against their
choices) their proposal. The fact that it makes no sense to
judge, e.g., John Cage’s Imaginary Landscape No. 4
(1952) for the content of a random radio program that
happens to be heard during a given performance is only
obvious to someone who understands where to find the
subjective choices of the composer, despite the fact that its
appearance is a direct consequence of these choices. But
for those of us who understand that fact—either because
we read it on the program notes or because we can inter-
pret the cues from the context—, it becomes very clear that
different performances of this piece, despite their superfi-
cial differences, are merely instantiations of the same
piece. And we are capable of understanding that fact pre-
cisely because of our knowledge of where to find the sub-
jective choices of the author—i.e., the things that don’t
change from one instantiation to another, the choices that
govern the unpredictable elements. That is also the reason
why all of the outcomes of a generative artwork governed
by unaltered human-chosen algorithms, pseudo-random
sources, or fitness functions should be regarded as different
instantiations of the same artwork. If the subjective choices
are the same, the artwork is the same, regardless of the
range of different results that may emerge from the same
process. For an artwork to be attributed to a machine, it has
to be—even if only partially—the result of subjective
choices made by that particular machine. As a human
creator, that machine has to be a subject, it has to have
intentions and it has to be able to make uncoerced choices

5 The fact that we sometimes feel compelled to avoid expressing
our honest opinions about artworks is an unrelated—albeit inter-
esting—matter.
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in order to make art. It has to have a first-person perspec-
tive, i.e., it has to be sensible to ask “What is it like to be
that machine?”. And in order to understand an artwork
made by that machine, we must be able to understand its
subjective choices. For that, we need to be able to empa-
thise with the machine, we need to be able to provide some
satisfactory answer to the aforementioned question.

The problem is that we have trouble empathising with
agents that we cannot relate to, with subjective experiences
and actions that we have trouble understanding, perhaps
the ones our neurones have more trouble mirroring. As
Thomas Nagel puts it, when referring to our ability to
know what is it like to be a bat:

Our own experience provides the basic material for our
imagination, whose range is therefore limited. It will not
help to try to imagine that one has webbing on one’s
arms, which enables one to fly around at dusk and dawn
catching insects in one’s mouth; that one has very poor
vision, and perceives the surrounding world by a system
of reflected high-frequency sound signals; and that one
spends the day hanging upside down by one’s feet in an
attic. In so far as | can imagine this (which is not very
far), it tells me only what it would be like for me to be-
have as a bat behaves. But this is not the question. | want
to know what it is like for a bat to be a bat. Yet if | try to
imagine this, | am restricted to the resources of my own
mind, and those resources are inadequate to the task. I
cannot perform it either by imagining additions to my
present experience, or by imagining segments gradually
subtracted from it, or by imagining some combination of
additions, subtractions, and modifications. (Nagel 1974,
439)

We can empathise with non-human characters in human-
made art precisely because they were conceived from the
only subjective perspective that is accessible to us: as
“what is it like for a human to behave as x”. In a word,
they were anthropomorphised:

The risk of falling into anthropocentrism is strong. In-
deed, I’ll take things farther: anthropocentrism is una-
voidable, at least for us humans. The same is true of any
unit (for the bats, chiropteracentrism is the problem).
The subjective nature of experience makes the unit oper-
ation of one of its perceptions amount always to a cari-
cature in which the one is drawn in the distorted impres-
sion of the other. This is true not only of the encounter
itself but also of any account of the encounter, which on-
ly further distances the one from the other by virtue of
the introduction of additional layers of mediation. (Bo-
gost 2012, 64-5)

Cultural differences between humans alone can account
for severe difficulties in the development of empathy and
in understanding artistic manifestations, as the history of
European colonialism easily shows. The perimeter of our
own particular experience of the world can also impose
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limits to our personal understanding of art: if, e.g., the only
way | can envision myself exhibiting a given artistic pro-
posal is by despising and deliberately trying to make fun of
the audience, | will likely get offended by that proposal. It
is as if any work of art could “be understood only by
someone who has himself already had the thoughts that are
expressed in it—or at least similar thoughts.” (Wittgenstein
2001, 3).° And yet we seem to set no boundaries to our
eagerness to read anthropomorphised creative intentions
everywhere. Marvelling at the diversity and sublime might
of Nature whilst reading plausible intentions of a human-
like (albeit infinitely more powerful) designer, e.g., might
explain our collective drive to believe in the actions of
divine creatures. In the words of Ramachandran:

But we are so deeply hardwired for imputing things such
as motive, intent, and culpability to the actions of others
that we often overextend our social emotions to nonhu-
man, nonsocial objects, or situations. You can get “an-
gry” with the tree branch that fell on you, or even with
the freeways or the stock market. It is worth noting that
this is one of the major roots of religion: We tend to im-
bue nature itself with human-like motives, desire, and
will, and hence we feel compelled to sup plicate, pray to,
bargain with, and look for reasons why God or karma or
what have you has seen fit to punish us (individually or
collectively) with natural disasters or other hardships.
This persistent drive reveals just how much the self
needs to feel part of a social environment that it can in-
teract with and understand on its own terms. (Rama-
chandran 2011, 252)

Popular culture, e.g., has several reports of “a few ani-
mals [that] are prodigious producers of ‘art’” (Goldman
2014). Of these, a small Japanese pufferfish that builds
intricate circular-shaped sand structures on the seabed has
been called by David Attenborough “nature’s greatest
artist” (2014). It is actually quite astonishing how such a
small fish can build such beautiful large structures, even
using shells to decorate some of its elements. Except that it
is not decoration or an aimless subjective manifestation,
but a strategy to attract the female pufferfish. Something
that has, since Darwin, served as an implausible explana-
tion for the prevalence of art in human cultures. The male
pufferfish, once that goal is fulfilled, pays no further atten-
tion to the structure, which defies our own expectations of
an artistic motivation. Even in a scientific report published
by Nature, we can find scientists writing things such as
“strangely enough, the males never reuse the nest” (Kawa-
se, Okata & Ito 2013). But why is it strange? Because we
expect a human artist to see their creations as ends and not
as means?

If animals did produce art, that art would be a manifesta-
tion of their subjective choices. There is, to the best of our

6 Wittgenstein refers to the contents of his Tractatus Logico-
Philosophicus, that he introduces with this sentence, not to any
work of art.



knowledge, no evidence that any animal does that. That
does not mean that they do not produce art, it only means
that we are unaware of that endeavour. As Ludwig Witt-
genstein puts it, “if a lion could talk, we could not under-
stand him” (2009, 235). Similarly, if a lion produced art,
we could not understand it. Instead, what we find is evi-
dence that we attribute anthropomorphised intentions to the
animals that produce objects that we find aesthetically
pleasant: i.e., we ask “what could motivate a fellow human
to make those aesthetic choices?” when regarding some
animal-built artefact or structure. We usually remain obliv-
ious to the fact that the animals that produce human-
comparable “artworks”, such as paintings, often have no
choice at all:

Our results suggest that painting does not improve the
welfare of elephants and that its main benefit is the aes-
thetic appeal of these paintings to the public and their
subsequent sale of which a percentage of funds might be
donated toward conservation of the species. (English,
Kaplan & Rogers 2014, 14)

We make sense of the world solely from our own per-
spective—however wide that perspective may be—, and
art is no exception to that. Given this track record of mis-
understandings, we believe it is very unlikely that we will
ever be able to understand machinic art in any meaningful
way, i.e., in a way that is plausible from the perspective of
the machine.

An example: what is it like to see?

If we are able to see, we simply cannot understand what it
is like to be born blind, what is it like to experience the
world with eyes embedded in a different part of our body
(such as our legs), or what is it like to see a different part
of the electromagnetic spectrum. For us, to see is always a
shortening of to see like me. And we often take computer
vision as a shortening of making a computer see like me.
This is, as we know, far more difficult than some recent
breakthroughs might suggest at first sight. Understanding
machinic visual art, on the other hand, would require us to
see like a computer. This, however, is not as simple as
looking at a picture or video taken by a webcam.

Bertrand Russell, in the introduction to his The Prob-
lems of Philosophy, makes a distinction between the view
of the practical man and the philosopher, on one hand, and
that of the painter:

[...] the painter has to unlearn the habit of thinking that
things seem to have the colour which common sense
says they ‘really’ have, and to learn the habit of seeing
things as they appear. Here we have already the begin-
ning of one of the distinctions that cause most trouble in
philosophy—the distinction between ‘appearance’ and
‘reality’, between what things seem to be and what they
are. The painter wants to know what things seem to be,
the practical man and the philosopher want to know
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what they are; but the philosopher’s wish to know this is
stronger than the practical man’s, and is more troubled
by knowledge as to the difficulties of answering the
question. (Russell 2001, 2)

This is reminiscent of the Lockean distinction between
primary qualities—properties which an object possesses
independent of the subject—and secondary qualities—
caused by the interaction of a subjects’ perception with the
primary qualities of an object (Uzgalis 2017). If we want to
know how things really are, we know that we should strive
to get as close as possible to the former. But art, as Russell
points out, is not about how things really are, but instead
about how we experience things. If anything, Russell’s
description is incomplete: the painter wants to know what
things seem to be from their perspective, i.e., as they them-
selves experience it. It is not the case that the painters are
not concerned with the reality—often reduced to the reality
of how things really are—, they simply are focused on the
reality of how things appear to them. As Nagel puts it:

Very little work has been done on the basic question
(from which mention of the brain can be entirely omit-
ted) whether any sense can be made of experiences’ hav-
ing an objective character at all. Does it make sense, in
other words, to ask what my experiences are really like,
as opposed to how they appear to me? We cannot genu-
inely understand the hypothesis that their nature is cap-
tured in a physical description unless we understand the
more fundamental idea that they have an objective na-
ture (or that objective processes can have a subjective
nature). (Nagel 1974, 448)

Learning this, Russell’s painter can then proceed to
manifest, both consciously and unconsciously, their vision
of how things appear to them in a holistic way: including
their qualia, their underlying emotions and feelings, their
views over their motifs, their sense of structure, their paint-
ing techniques, the spirit of their epoch, etc. Representa-
tional art might favour the manifestation of qualia, expres-
sionist art might prefer to reinforce emotions, formalist art
might focus on the appreciation of structure, but they all
manifest a holistic subjective view of the painter to a given
audience. Perspective, as John Berger puts it, is a very
good example of this:

The convention of perspective, which is unique to Euro-
pean art and which was first established in the early Re-
naissance, centres everything on the eye of the beholder.
It is like a beam from a lighthouse—only instead of light
travelling outwards, appearances travel in. The conven-
tions called those appearances reality. Perspective makes
the single eye the centre of the visible world. Everything
converges on to the eye as to the vanishing point of in-
finity. (Berger 1972, 16)

The invention of photography in the 19th century, with
its more objective view over the visual world, changed
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things dramatically. Nonetheless, photography had to
struggle for its status as an artistic medium, precisely be-
cause it was for a long time unclear how it could be used to
manifest a subjective perspective.

The camera isolated momentary appearances and in so
doing destroyed the idea that images were timeless. Or,
to put it in another way, the camera showed that the no-
tion of time passing was inseparable from the experience
of the visual (except in paintings). What you saw de-
pended upon where you were and when. What you saw
was relative to your position in time and space. [...]
Every drawing or painting that used perspective pro-
posed to the spectator that he was the unique centre of
the world. The camera—and more particularly the movie
camera—demonstrated that there was no centre. (Berger
1972, 18)

This contradicts the common-sense idea that painting
evolved to slowly approach the “realism” of photography.
In fact, and from an artistic perspective, it is easy to see
that the exact opposite is actually closer to the truth. Whilst
the invention of photography had a significant impact on
the subsequent evolution of painting, that movement was
not towards the realism of the more objective view we
suddenly had easier access to, but actually away from it
and towards a greater “subjective realism”. Photography
still had to evolve, as a medium, to approach the way
painting could already be used to convey a first-person
perspective over something, the way that painting embod-
ied subjective choices, the way that painting approached
three-dimensionality, the way that painting approached the
time from the perspective of consciousness, as opposed to
the time interval determined by the exposure of film. As
Danto pults it:

With a film speed of ASA 160 and shutter speeds of
one-sixtieth of a second we could now capture the face
appearing in ways which the eye never sees—‘between
expressions,” as it were. That is why we reject as not ‘re-
ally me” many of the images on a contact sheet, which
don’t look like what we see in the mirror... The still
shows ‘optical truth’ but it does not correspond to per-
ceptual truth, namely how we see the world stereoptical-
ly. (Danto 2013, 106)

We would hardly call art to a painting that aimed to-
wards an optical truth, except perhaps in the common-
sense idea that art can be synonymous with a highly devel-
oped skill. We had to wait until photographers learned how
to manifest their subjective choices through the use of the
camera and until audiences learned how to empathise with
the human behind the lens to understand photography as an
art form. What if behind the camera—or the webcam—is
not a human, but a machine capable of making subjective
choices? Will we ever learn how to empathise with the
subjective views of a being that has such a radically differ-
ent experience of the world?
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Conclusion

The problem is not whether machines will or will not de-
velop a sense of self that leads to an eagerness to manifest
their own subjective experiences of the world. The prob-
lem is that if—or when—they do, they will have such a
different experience of the world that we will likely be
completely unable to relate to it from our subjective per-
spective. Our subjective human experience stems, amongst
many other things, from being born and slowly educated
within a society of fellow human beings, from fighting the
inevitability of our own death, from saving memories
based on our own insubordinate feelings, from the lonely
curiosity of our own mind, from the omnipresence of the
needs and quirks of our biological body and from the way
it dictates the space and time scales we can grasp.

It may very well happen that we understand some ac-
tions or artefacts created by machines of their own volition
as art, but in doing so we would most likely be anthropo-
morphising the machine’s intentions and thus missing out
on their machinic perspective. Whilst we can have inter-
pretations of a human-made artwork that differ from those
of the author—art does not describe with observer-
independent purposes—, these interpretations infer a hu-
man author and, if well-informed, can be reasonable even
for the original author. With a non-human author—and
assuming we get to the point of correctly identifying the
artefact as an artistic manifestation—, our anthropomor-
phised interpretation will likely seem implausibly alien for
a machinic perspective.

On the other hand, we may of course envision building a
biological machine that would be born and afraid of dying
just like us, a machine that would be emphatic and social
just like us, that would have a body, sensorial apparatus,
and mirror neurones just like our own. In face of that ma-
chine, we would certainly be much more likely to under-
stand their actions or artefacts as art. But maybe we should
more accurately call that machine a human being.
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Abstract

This paper presents the practice of designing mediation technolo-
gies as artistic tools to expand the human repertoire. Three art-
science collaborations: Mandala, Imagining the Universe, and
Resonance of the Heart are elaborated as proof-of-concept case
studies. Scientifically, the empirical research examines the map-
pings from (bodily) action to (sound/visual) perception in tech-
nology-mediated performing art. Theoretically, the author synthe-
sizes media arts practices on a level of defining general design
principles and post-human artistic identities. Technically, the
author implements machine learning techniques, digital au-
dio/visual signal processing, and sensing technology to explore
post-human artistic identities and give voice to underrepresented
groups. Realized by a group of multinational media artists, com-
puter engineers, audio engineers, and cognitive neuroscientists,
this work preserves, promotes, and further explores underrepre-
sented cultures with emerging technologies.

Keywords

Art-science collaboration, multimedia live performance, media-
tion technology, body movement, sensing technology, machine
learning, HCI, augmented-reality, posthuman, artist identity and
ownership, underrepresented culture, cultural arts

Introduction

Cultural hegemony is a form of domination that gives little
opportunity to minority cultures like Tibetan culture to
survive and grow (Leavis 1930; Sautman 2006). Tibetan
culture, which uniquely embraces the legacy of both Indian
and Chinese Buddhism (Stein 1972), has stunning arts such
as the Mandala Sand Art (Anderson 2002), monastic
throat-singing (Smith et al. 1967), and Cham dance (de
Nebesky-Wojkowitz 1976). Compared with its contribu-
tion to the world, such as its contemplative techniques and
improvement of well-being (Kumar 2003; Marom 2004;
Thompson 2006), Tibetan intangible heritage is highly
underrepresented (Bishop 1989; Goldstein and Kapstein,
1998; Dodin and Réather 2001; Lopez 2012). In fact, the
underrepresentation is an issue that affects all cultures of
marginalized groups in our time. As a media artist and an
interdisciplinary researcher, my ultimate goal is to promote
underrepresented cultures through my work in music com-
position, vocal expression, multimedia performance, and
technology development.

Deeply anchored in Tibetan culture, my research situates
the design, development, and evaluation of media technol-
ogies. These innovative technologies are then used as artis-
tic tools to create novel expressions to make a social im-
pact. By exploring the healing power of the voice, | focus
on how vocalists can enhance their vocal expressions with
technology that facilitates cross-cultural communication
and contemplative practices; by initiating and fostering art-
science collaborations and turning the research into art
practices, | hope to inspire other artists, technologist, and
scholars to join me on the journey of promoting un-
derrepresented cultural values through their work.

Related work

From an engineering perspective, | design and develop
Digital Musical Instruments (DMI) and human-computer
interactive systems, which implement machine learning
techniques and 3D tracking to capture and identify the
body movement of a vocalist. The vocalist’s gestural data
are simultaneously mapped into audio/visual events that
activate vocal processing effects, such as reverberation and
chorus, and manipulate computer graphics in a live per-
formance.

From a theoretical perspective, | investigate existing
theories in the context of music subjectivity (Cumming
2000; Patel 2010; Beard & Kenneth 2016), affordance
(Gibson 1966; Reybrouck 2012; Krueger 2014), aesthetic
and economic efficiency (Simon 1969; Roads 2015), cul-
ture constraints and social meaning-making (Hirschfeld
and Gelman 1994; Meyer 2008; Dillon 2009; Chagas
2014), and conceptualize this body of knowledge into a
series of DMI design principles, which are currently absent
in electroacoustic vocal performance.

From a scientific perspective, | facilitate quantitative and
qualitative human subject research to evaluate my design
principles and examine the body-mind mappings from ges-
tures to sound perception. Different from typical DMI
evaluations that examine mapping relationships through
user studies (Wanderley and Orio 2002), my original eval-
uation framework provides scientific justification for vali-
dating DMI and body-sound mappings in electroacoustic
vocal performance from the audience’s perspective (Wu et
al. 2016). This unique approach provides empirical evi-
dence for identifying the audience's degree of musical en-
gagement from synchronization, to embodied attuning, and
to empathy—the human connections (Leman 2008).
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Art-science Collaboration

Given the interdisciplinary nature of my work and my
long-term engagement with international computer science,
music, and media arts research institutions, such as Center
for Computer Research in Music and Acoustics (CCRMA)
and Artificial Intelligence Laboratory at Stanford Universi-
ty, | often work closely with researchers in computer sci-
ence, electronic engineering, and neuroscience fields. | aim
to connect research and artistic practices within and outside
of academic settings.

As the engineer Richard Hamming pointed out (1997,
cited by Roads 2015), it is insignificant if the novelty and
innovation make no cultural impact on human history.
Through implementing our designed innovative technolo-
gies to compose proof-of-concept multimedia art pieces,
I strive to create intriguing work that translates ancient
Tibetan contemplative philosophy and culture to both a
musical and a spiritual experience. The aspiration of my
work is to capture the natural forms of human expression
and embody them artistically in real-time by bringing an
ancient Tibetan art form and its contemplation to the digi-
tal world and the 21 century.

In the following sessions, | will elaborate three case
studies and a scientific research on body-mind connection
to demonstrate how my proof-of-concept audio-visual
pieces serve as a direct result of interdisciplinary collabora-
tions between musicians, visual artists, technologists, and
scientists. Our collaborative goal is to address the ques-
tions of how media arts technology and new artistic ex-
pressions can expand human repertoire, and how to pro-
mote underrepresented culture and cross-cultural commu-
nication through these new expressions.

The Mandala

In Tibet, as part of a spiritual practice, monks create man-
dalas with colored sand (Bryant, 2003). The creation of a
sand mandala may require days or weeks to complete.
When finished, the monks gather in a colorful ceremony,
chanting in deep tones (Tibetan throat singing) as they
sweep their Mandala sand spirally back into nature. This
symbolizes the impermanence of life.

In this project, | aim to create an intriguing piece that
translates this ancient philosophy to a multimedia arts and
cultural experience through augmented reality and music
composition. | computer-simulated and choreographed Ti-
betan Sand-Mandala vocal and instrumental composition.
The performer activates with her arms 4.5 million particles
using a physical computing and motion-tracking system
(Wu, 2015; Wu & Conti, 2015).

To realize this piece, my collaborator introduced me to an
open-sourced graphic and dynamic modeling framework
CHAI3D (Conti, 2003), to simulate in real-time the physi-
cal interaction between the captured hand motions of the
performer and the small mass particles composing the vir-
tual Mandala. The mapping between the hands of the per-
former and their models in the simulation is performed
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using a mapping technique (Conti and Khatib. 2005) called
workspace expansion that relies on progressively relocat-
ing the physical workspace of the devices mapped inside of
the virtual environment towards the operator’s area of ac-
tivity without disturbing his or her perception of the envi-
ronment. This approach allows me to interact with high
accuracy in a very large virtual environment while moving
my hands within a reasonably small workspace.

The piece includes three movements: Construction, Cli-
max, and Destruction. At the beginning of the piece, hand
motions from the vocalist were directed to initiate the Con-
struction of the virtual Mandala. During the Climax, musi-
cians were focusing on musical improvisation while the
virtual Mandala was self-directed and presenting anima-
tion, such as rotation, twisting and glitter effects. Experi-
mental low-tone throat singing and explosions of violent
soprano interjections, comes to symbolize the extreme con-
flicts and ecstasy in life, the extraordinary highs and lows,
the sharp rises and falls of life as it is experienced, ending
with a sharp fade out into the deconstruction of the manda-
la. The Destruction, which underscores the eternal nature
of impermanence, occurs near the coda of the audio-visual
piece through the hand motions from the singer.

Figure 1: Live performance of the Mandala.

In 2013, as part of a multimedia live performance creat-
ed at Stanford University and an invited performance at the
Third International Buddhist Youth Conference in the
Hong Kong Institute of Education, an interactive display of
sand Mandala was dynamically simulated and choreo-
graphed with the vocal and instrumental compositional-
improvisation. The first performance at Stanford Universi-
ty took place before an audience of Silicon Valley entre-



preneurs and researchers, while the second performance
occurred in Hong Kong, before an eastern, Buddhist audi-
ence. Both audiences showed enthusiasm for the culture
content, and the science and technologies behind the scene
that creates the magic, both during and after the concerts.
In 2017, | completed the postproduction and realized a
fixed audio-visual piece of this work. In March 2018, this
fixed-media piece was presented at the national conference
of The Society for Electro-Acoustic Music in the United
States (SEAMUS) 2018. The performance piece and the
fixed-media piece were well received by both the Western
audience and the Tibetan diaspora. Through this media art
collaboration, | innovatively provide a quick, yet rich
presentation to simulate the Tibetan Mandala sand arts
with musical expression; | aesthetically explore the ancient
Buddhist philosophy of impermanence; and the visibility
of traditional Tibetan cultural practices have been in-
creased to the “twitter generation”, who has less patience
to rediscover those transcendent human treasures. A video
of this multimedia live performance piece’s premier can be
viewed at: (http://tinyurl.com/ku5cg4f). A fix-media audio-
visual piece can be viewed at: (https://goo.gl/5TgjJF).

Imagining the Universe

Sponsored by the National Aeronautics and Space Admin-
istration (NASA) and Stanford University ', a live-
performance telematics concert named “Imagining the Uni-
verse — Music, Spirituality, and Tradition” was held at the
Knoll Hall at Stanford University. The concert was an inter-
national collaboration in real time that was broadcast live via
the Internet, connecting musicians and scholars at six re-
search institutions from Stanford, Virginia Tech, UC Santa
Barbara, University of Guanjuato (Mexico), to Shangri-La
Folk Music Preservation Association and Larung Gar Five
Sciences Buddhist Academy (Sichuan Province, China). The
concert was dedicated to the Venerable Khenpo Sodargye
Rinpoche?, an influential Tibetan Buddhist scholar, who
attended the concert along with approximately 400 other
audience members. It combines research, artistic creation
and performing art in connection with the integration of cut-
ting edge technology, building cross-cultural relationships
through the lens of artistic and contemplative practice and
interdisciplinary collaboration (Wu & Heauermann, 2016).
The technology component of this project explores ways
of connecting cultures and collaborative artistic partners
over long distances, through the use of the Jacktrip® applica-
tion for online jamming and concert technology. Jacktrip
was first developed in the early 2000s. It is an open source,
Linux and Mac OSX-based system, used for multi-machine
network performance over an Internet connection. Jacktrip
supports any number of channels of bidirectional, high
quality, low-latency, and uncompressed audio-signal stream-
ing (Chafe and Gurevich 2014). More and more musicians
have started using this emerging technology to play tightly

! https://news.stanford.edu/features/2014/imagining-the-universe/
2 .

http://www.khenposodargye.org/
3 https://ccrma.stanford.edu/groups/soundwire/software/jacktrip/
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synchronized music with other musicians who are located in
different cities or countries. Without paying significant
transportation costs, we exchanged musical ideas, rehearsed,
recorded, and improvised together in different geological
locations and for the final concert presentation. A link of the
concert can be reviewed at:
https://youtu.be/OaBNyAgiQP8

Figure 2: Live performance of the Imagining the Universe.

As part of this concert’s research contribution, my re-
search team and | built the Tibetan Singing Prayer Wheel
(TSPW), combining both the meditative and musical associ-
ations of two Tibetan sacred instruments into one novel Dig-
ital Musical Instrument (DMI). The cultural heritage and med-
itative associations of the Tibetan prayer wheel, Tibetan singing
bowl, and Buddhist chanting inspired this instrument (Wu et
al., 2015). In this design, | hope to preserve these associations
while adding digitized gestural mapping and control. At the
aesthetic and compositional level, inspired by the thematic con-
nection of the similar circular gestures of spinning a prayer
wheel and rubbing a singing bowl, | designed a physical-
motion-sensing controller that maps sensed circular motions
(wheel spinning) and a steady raising/lowering gesture to a
variety of outputs, including corresponding virtual circular mo-
tions (exciting the modeled bowl), changes in vocal processing,
and amplitude modulation, as shown in Figure 3.

Figure 3: A Tibetan Singing Prayer Wheel
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As a novel DMI, the TSPW was successfully integrated
into multiple pieces with Western classical instruments,
Tibetan traditional instruments and a variety of electron-
ic/digital instruments. The concert provides evidence of
strong theatricality when using TSPW; it also shows the
added expressive possibilities that TSPW provides to the
musician. Interestingly, 36 audience members came by to
spin the TSPW after the performance, and showed great
interests in playing the TSPW. This positive feedback from
the audience motivated us to conduct two follow-up pro-
jects: one is a series of sound installations, and the other
one is an empirical research on human research.

In early 2015, we first applied the TSPW to a sound
installation at the Maker Faire4, at the Silicon Valley, in
Northern California. A broader user group of around 200
people, including laypersons, children, and people who
enjoy technology at all age participated in this sound in-
stallation. Another three similar sound installations were
realized later in the same year, respectively exhibited at
the California NanoSystems Institute (CNSI), UCLA, and
Louisiana State University’s Digital Media Center. Around
more than 500 people participated in these three sound
installations. They were mostly students and faculty mem-
bers, researchers, and community members at the research
institutions. An illustration of the sound installation at the
Maker Faire is presented in Figure 4.

Figure 4: A TSPW installation at MakerFaire2015

From my observation, using real-time body move-
ment/gesture to control and modify a sound’s properties
helps people to experience sound in an intimate, conscious,
and meditative way. Most of the participants seemed to be
able to catch subtle changes of the sound that the prayer
wheel made with their own gestural control and physical
interaction. With the haptic feedback that the TSPW natu-
rally provides, participants can easily pick up the instru-
ment and play around with it, understand what it does, and
how to be creative with it in an engaging way.

4 https://makerfaire.com/
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Overall, participants’ engagement with sound by using
the TSPW was positive when they generated and affected
sounds by using their own gestures and body movements. .
Playing TSPW provides an intuitive way to connect users’
physical movements to their own sound experience, as they
are making, and "aesthetically"” to appreciating, perceiving,
and enjoying sound with their own physical form. This
series of installations was the first step towards the rigor-
ous scientific validation of the TSPW and my research on
(bodily) action—(sound) perception mapping strategies for
real-time electroacoustic vocal performance, especially for
identifying the audience's degree of musical engagement.

Resonance of the Heart

The third case study, Resonance of the Heart, was inspired
by a “Koan” story in Chinese Zen Buddhism, called “E[1.(»”,
which describes a Zen master and his disciple’s thoughts
resonant without any verbal communication. This means
these two enlightened human beings only communicated
through their body-mind attuning in a profound lucid way.
I have found this phenomenon specifically interesting, as
this ideology aligned with my long-term investigations on
body-mind connections through mediation technology de-
velopment and media arts collaborations.

Indeed, with the assistance of the innovative mediation
technology, nowadays’ artists are entering into an “aug-
mented human” era—some scholars called it “posthuman
era” (Fukuyama 2003; Hayles 2008). Although many
scholars concern challenges of artistic identity, ownership
issues, and body boundaries in the posthuman era and
some may even have a negative view upon these challeng-
es, | perceive them as an opportunity to help our human
species move forward. For this debate, | support Marcos
Novak’s view point, that with setting the humanities as the
ultimate goals and ends, and with the technology as means
to promote/accomplish excellence in the humanities®, we
human can overcome and go far beyond our current human
condition. Therefore, posthumans could potentially be-
come better humans, if we put great efforts and faith in this
direction. This is also the overall goal of my ongoing re-
search in “Embodied Sonic Meditation”, where | examine
how bodily activities can help increase our sonic awareness
and open up our creative mind, and how an augmented
body equipped with mediation technology can become part
of the art itself or part of the artists him/herself.

To realize Resonance of the Heart, | used an infrared
sensing device and a series of touchless hand gestures to
control a real-time tracking system that | developed pro-
ducing various sonic and visual results. | collaborated with
Al researchers to design and implement machine-learning
algorithms and techniques to capture complex and subtle
ritual hand gestures called “Mudras” (Wu et al. 2017a).
Mudra data were then mapped in real-time to control Ti-
betan throat singing effect, overtone singing effect, vocal
reverberations and granular effects, and a 4-dimensional

° http://themas.mat.ucsb.edu/



Buddhabrot fractal deformation (Situngkir 2005). Figure 5
shows a glimpse of this ongoing project.

Figure 5: Mudras-conducted Buddhabrot deformation

In spring 2017, | used this audio-visual system as well as
the TSPW as pedagogical tools to teach fifteen undergrad-
uate students a course called “Embodied Sonic Meditation”
at the College of Creative Studies® at the University of Cal-
ifornia, Santa Barbara. The unifying theme of this course is
an engagement with sonic awareness, music technology,
self-exploration, and non-hierarchical social relationships
of music creation and appreciation.

I invited my collaborators to give guest lectures and play
telemetric network gigs with the students during the course
being taught. Students participated in listening, singing,
improvisation, field recording, and interactive music mak-
ing using the mediation technology that my research team
and | developed. | aim to open up a safe and non-
judgmental space to touch, move, and inspire students to
express their creative nature, embrace their inner selves,
and genuinely connect with others by enhancing their sonic
awareness and their ability to listen, understand, and com-
municate cross-culturally through novel music expressions
with embodied experience. As a result, most of the stu-
dents demonstrated mastery of contemplative reflection,
creative expression, transpersonal and cross-cultural prac-
tices, and scholarly thinking. Figure 6 shows a moment at
one of the “Embodied Sonic Meditation” class, where stu-
dents were online jamming with my collaborator at Stan-
ford University, using Jacktrip application for online jam-
ming and concert technology and the audio system of Reso-
nance of the Heart.

Figure 6: “Embodied Sonic Meditation” class activities

6 https://www.ccs.ucsh.edu/
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Embodied Sonic Meditation

The three case studies provide the fundamentals of “Em-
bodied Sonic Meditation” (Wu et al. 2017b), an artistic
practice rooted in the richness of the Tibetan contemplative
culture, embodied cognition (Varela et al. 1991; Lakoff
1999), and “deep listening” (Oliveros 2005). This sonic art
practice is based on the combination of sensing technology
and human sensibility. Through this practice, we encour-
age people to fully understand and appreciate abstract elec-
tric and electroacoustic sounds and how these sounds are
formed and transformed (cognitive process), by providing
them interactive audio systems that can tightly engage their
bodily activities to simultaneously create, sculpt, and
morph the sonic outcomes themselves, using their body
motions (embodiment). This ongoing project aims to fur-
ther explore gesture-controlled, vocal-processing DMI de-
sign strategies and experimental sound education.

To further examine this artistic practice and formulate a
body-mind sound theory, in 2016, | collaborated with cog-
nitive neuroscientists at Stanford University to scientifical-
ly study audience perceptions for (bodily) action to (sound)
perception mapping strategies. Specifically, we used
TSPW as an evaluation case study to conduct human-
subject research. We examined the way it maps horizontal
spinning gestures to vocal processing parameters. We facil-
itate quantitative and qualitative research to evaluate the
design principles and examine the body-mind mappings
from gestures to sound perception. My proposed method-
ology differs from typical DMI evaluations that examine
mapping relationships through user studies (Wanderley and
Orio 2002) because mine was built on O’Modhrain’s
(2011) framework. It evaluates a DMI and body-sound
mappings from the audience’s perspective (Wu et al.
2016). This approach has been little studied and our re-
search is the first empirical evaluation of a DMI for aug-
menting electroacoustic vocal performance from the audi-
ence’s perspective.

We hypothesize that the levels of perceived expression
and audience engagement increase when the mapping is (1)
synchronized (such that the sensed gestures in fact control
the processing in real time) and (2) intuitive. | composed
and filmed six songs with the singer simultaneously using
the TSPW. In two experiments, two alternative sound-
tracks were made for each song. Experiment 1 compared
the original mapping against a desynchronized alternative,
Experiment 2 compared the original mapping (faster rota-
tion causing a progressively more intense granular stutter-
ing effect on the voice) to its inverse. All six songs were
presented to two groups of participants, randomly choosing
between alternate soundtracks for each song. This method
eliminates potential variability in perceived expressiveness
of different performers and videos. Responses were evalu-
ated via questionnaire. 50 viewers reported higher en-
gagement and preference for the original versions, though
level of perceived expression only significantly differed in
Experiment 1. This methodology is proved to be effective
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to be used as a research framework in future DMI evalua-
tion both in design and mapping strategies from bodily
action to sound perception.

Conclusion

Throughout this series of art-science collaborations and
scientific investigation, 1 have demonstrated how music,
art, science, culture, spirituality, tradition, and media tech-
nology can connect people, especially when used with a
clear and conscious intent of building cross-cultural ex-
change. Our work also shows that media arts have the po-
tential to open new windows onto underrepresented cultur-
al groups, such as Tibetan people. During this six years of
collaborating with researchers in both Humanities, STEM
and Social Science field from different cultural, ethnic, and
racial backgrounds, | have discovered that the crucial key
which leads to the success of these interdisciplinary col-
laborations is to be open-minded, to be humble, to be
grateful, and to be accountable. This way, mutual trust and
respect can be cultivated effortlessly.

Through meditative cultural and art practice, my col-
laborators, my students, and | become more connected with
ourselves, rippling out with a larger intent to connect in an
open way to others, bridging cultural divides as well as art
and science. Most importantly, our work not only preserves
and promotes Tibetan contemplative heritage with emerg-
ing technologies but also projects the marginalized Tibetan
cultural values and group identity into the cutting-edge art
and technology context of contemporary society. Overall,
this practice-based research leads to the emergence of en-
tirely new fields of scholarship and artistic creation result
in significant changes on how concepts are formulated in
disciplines of the humanities.
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Abstract

This paper explores the identity of bio art in terms of trading be-
tween an artist and a bio lab and looks into the creation process of
bio art through the concept of creolization, in order to consider
bio art as a creolized art form of biology and art. The American
physicist Peter Galison refers to the term ‘trading zone’ as the
boundary binding together the heterogeneous subcultures and
considers “creolization’ as the process by which the interaction
among different disciplines builds a new interdisciplinary field.
Galison’s concepts can be applied to bio art where art and biology
interact. Bio art is a trading zone that leads trading activities be-
tween an artist and a bio lab. Within the trading zone, artists and

scientists trade their own goals on the premise of a shared context.

As a result, the creation process of bio art shows creolization
occurring within the trading zone.

The word ‘creole’ refers to people who are descended from
White European colonial settlers. Each creole has a
mixed identity and speaks a mixed language. That is why
some linguists regard ‘creole’ as a type of mixed language
and consider the mixing process of different languages as
the term ‘creolization’. It is especially used to refer to the
mixing process of local languages with European lan-
guages (Burke, 2009). Furthermore, the concept of
creolization has evolved to have different meaning at dif-
ferent times and has been more widely used in various dis-
ciplines. For the Argentinian historian Jose Luis Romero,
creolization refers to the way in which the descendants of
the early Spanish settlers adopted native customs and in-
digenous products in the colonial period (Romero, 1976).
Meanwhile, the Swedish anthropologist UIf Hannerz de-
scribes creolization as the emergence of a new culture out
of the mixture of two or more cultures (Hannerz, 1987),

and the French sociologist Nicole Lapierre says that
creolization is the unpredictable process that creates en-
counters, interferences, shocks, chords and discords among
cultures (Lapierre, 2004). Even the American physicist
Peter Galison states that people from the different subcul-
tures of physics communicate in a mixed language that can
be described as a scientific creole (Galison, 1997).

Among them, Galison's creolization is noteworthy in
that it explains the interdisciplinary integration beyond
language and culture. He regards ‘science’ as the totality of
interactions among heterogeneous subcultures such as the-
ory, experiment, and instrument making, and describes the
term ‘trading zone’ as the bounded area in which the heter-
ogeneous subcultures can communicate (Galison, 1997). In
the trading zone, there are the problems related to
pidginization and creolization of scientific languages. A
pidgin usually designates a simple contact language used
as a means of communication among people who do not
share a common language; pidginization is the process of
simplification by which a pidgin is produced (Muysken &
Smith, 1995). On the other hand, a creole can be referred to
as a pidgin extended and complexified to the point where it
can serve as a stable native language; creolization is the
process leading up to such a newly created natural lan-
guage (Muysken & Smith, 1995). Galison has expanded
the meaning of creolization by applying the dynamics of
contact languages to the interactions among scientific sub-
cultures. He explains the linguistic interaction among sci-
entific subcultures as the process by which theorists, exper-
imentalists and instrumentalists simplify their practice for
presentation to the other subcultures (Galison, 1997).

Therefore, Galison's creolization is involved in the ex-
panded integration that originates from the complex rela-
tionship among theory, experiment and instrument building
in science. It can be applied to the integration between sci-
ence and the other discipline, especially art (Galison &
Jones, 2014). Galison's creolization might be a tool to ef-
fectively explain the process by which the encounter be-
tween science and art creates a new interdisciplinary field.



That is why creolization is actively utilized in the process
of discussing bio art.

The Trading Zone as a Key of Creolization

Galison explains science using the plywood metaphor. The
diversity and hybridity of science can make science more
robust, just as plywood, which is made up of stacks of dif-
ferent laminated plates, is stronger than solid wood. It
means that science is not weakened by the fact that there is
no unified methodologies or principles. In this regard, he
criticized both the logical positivism in the early 20th cen-
tury and the antipositivism in the mid-20th century. That is
because both of them wanted a single master narrative that
can sustain the whole of science. Indeed, the logical posi-
tivists such as Rudolf Carnap argued that the unity of sci-
ence is from the solid observational foundation (Carnap,
1963). The antipositivists such as Thomas Kuhn, on the
other hand, argued that theoretical changes bring about all
the scientific shifts with the totality and abruptness of a
Gestalt switch (Kuhn, 1970). As Galison puts it, both mod-
els as flip-side versions of one another have a well-
established hierarchy that brings unity to the process of
scientific work (Galison, 1999). In other words, the logical
positivism and antipositivism are each involved in the re-
duction to experience and the reduction to theory, but they
share the assumption that the important experimental and
theoretical breaks occur contemporaneously.

Galison discusses the logical positivism and
antipositivism in terms of language. For both of them, lan-
guage was the linchpin of science. The logical positivists
sought to find a universal scientific methodology and a
protocol language, as some linguists have searched for a
unified grammar and a universal language that is the
source of various languages. The antipositivists, on the
other hand, said that scientific theories cannot be reduced
to protocol languages, arguing that a shift from one para-
digm to another is a radical change of incommensurability
by the scientific revolution. However, Galison says that the
potocol language of logical positivism and the incommen-
surability of antipositivism are hasty conclusions which
give a one-sided impression of science (Galison, 1999). It
means that the communication among different scientific
subcultures is possible without a protocol language or un-
der a different paradigm.

Here, Galison focuses on anthropological researches, in
order to solve the problem of communication between het-
erogeneous scientific subcultures. It involves a trading
zone that enables trade between two villages with different
languages and cultures. He applies the concept of trading
zone, which is a linguistic, practical and geographical
space, to science. A trading zone formed among heteroge-
neous scientific subcultures is similar to that formed be-
tween two villages with different languages. Examples of
trading zones include the MIT Rad Lab (Radiation Labora-
tory), which developed radar in collaboration with physi-
cists and engineers during the Second World War, or for-
mal and informal meetings of the National Accelerator
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Laboratory (later Fermilab), which consists of theoretical
physicists, experimental physicists, and various engineers
(Galison, 1999).

In a trading zone, two groups can hammer out a local
coordination despite vast differences. It is related to
pidginization and creolization. While the former is the pro-
cess of creating a simple common language in which peo-
ple from different cultures can communicate, the latter is
the process of creating a full-fledged language with more
complex vocabularies and grammars. As a result, a trading
zone is a domain in which a simple contact language is
first created and then a new constructed language emerges.
The core competence of creolization is derived from a trad-
ing zone. Here, the anthropological picture is relevant to
the way that theorists, experimenters, and engineers inter-
act (Galison, 1999). Galison’s examples such as the MIT
Rad Lab or the National Accelerator Laboratory demon-
strate that people from different scientific subcultures can
hammer out a local coordination despite the differences in
methodologies and standards of demonstration. In addition,
the interactions among different scientific subcultures in a
trading zone can lead to the creation of a new interdiscipli-
nary field. That is why the trading zone is the domain
where the local coordination among various disciplines
takes place and a new interdisciplinary field emerges.

Trading between an Artist and a Bio Lab

Galison presented an interesting analysis of the relation-
ship between science and art. If science is not related to a
huge theoretical system but to an entanglement of theory,
experiment, and instrument making, the boundary between
science and art can be formed in various ways (Galison,
2014). Indeed, some new art forms in the twentieth century
show various boundaries between science and art. New
media art, including Kinetic art, cybernetic art, system art,
digital art, net art and so on, has expressed the boundaries
between science and art through various technologies. Re-
cently, some artists have enabled living creatures to be-
come the aesthetic object or theme in their artworks by
using biotechnology. Such attempts led to the birth of a
new genre called bio art.

Artists such as Eduardo Kac, Joe Davis, Marta de
Menezes and Anna Dumitriu have pioneered this new field
of art. They have worked with living tissues, living organ-
isms and life processes, using a variety of biotechnologies
such as genetic engineering, tissue culture, and cloning
(Pasko, 2007). New media artists mainly create their art-
works using new media technology or digital technology in
their own studios, but bio artists work in a life science la-
boratory. They approach to cutting edge researches in life
sciences and apply the research outputs to their works.
Therefore, the laboratory of life science becomes the studio
of the bio artist. It means that the so-called bio lab can play
a role as the place of the trading zone. In the place, artists
and scientists exchange their views and knowledge, collab-
orate to produce new outcomes, and lead to interactions
among different fields.
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Above all, Kac demonstrates that bio art acts as a trading
zone. His works show that bio art can be considered as a
social and intellectual mortar that binds art and biology.
For example, GFP Bunny (2000) and Natural History of
Enigma (2009) show how artists and scientists trade pre-
dictions of transgenic outcomes. While the former is a
transgenic rabbit injected with a GFP gene extracted from
a jellyfish, the latter is a transgenic flower expressing an
immune gene extracted from the blood of Kac into a red
leaf vein of petunia. According to Kac, the transgenic rab-
bit is a chimerical animal capable of glowing with a bright
green light (maximum emission at 509 nm) under a blue
light (maximum excitation at 488 nm) (Kac, 2000), and the
transgenic flower is a plantimal created by a protoplast
fusion of plant cell and animal cell (Kac, 2003). Here, Kac
predicts the existence of an individual with intuitive cer-
tainty. Creating his works, Kac feels certain that genetic
modification can be transformed into a tool of art, and con-
siders the process and procedure as a practice of art. Here,
Kac predicts the existence of an individual with intuitive
certainty. On the other hand, the scientists involved in
Kac’s works accept the prediction as something like an
interesting hypothesis to develop the next version of their
experiment. Although it is not easy for artists and scientists
to coordinate their different positions, they can sometimes
have a consensus within the creation process. It means that
there exists a context within which artists and scientists can
trade their different goals in the trading zone called bio art.

The Creation Process of Microbial Art and
Creolization

Looking directly into the creation process of bio art pro-
vides a chance to reason what happens in the trading zone
called bio art and how creolization proceeds in the interac-
tion between an artist and a bio lab. The creation process of
bio art by the textile designer and bio artist Siwon Lee is a
good resource for such reasoning (Lee, 2017). She had the
microbial art project called Apple project for 24 days start-
ing April 14, 2016, and then has been working on the other
microbial art project since September 6, 2017, in a labora-
tory in the Department of Microbiology at Dankook Uni-
versity in Korea. She kept the apples at room temperature,
and then observed the fungi produced in the apples. The
most commonly used apparatuses in the project are an op-
tical microscope (IMT cam3PN: TP603100A Olympus
CX41), agar plates with Dichloran Rose Bengal Chloram-
phenicol (DRBC) Agar Base, and incubator for cell cul-
ture. Figure 1 is the process of observing the fungi with a
microscope in the laboratory, and figure 2 is the process of
artificially culturing the fungi in an incubator. The artifi-
cially cultivated fungi in the incubator grow rapidly in a
petri dish. As shown in figure 3, Lee arranged various pat-
terns according to the life cycle of fungi. Then, as shown in
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figure 4, she transformed them into various images using a
computer graphic program.

Figure 1. The process of observing the fungi in the laboratory
© 2017 Siwon Lee.

Figure 2. The process of artificially culturing the fungi in an
incubator © 2017 Siwon Lee.



Figure 3. Siwon Lee, The various patterns according to the life
cycle of fungi © 2017 Siwon Lee.

Figure 4. Siwon Lee, Apple project, The various fungi pattern
images transformed by a computer graphics program © 2017
Siwon Lee.

Furthermore, she has grown the artificially cultivated
fungi on fabrics. Figure 5 is images observed on cotton
(left) and wool (right) after 5 days of fungus inoculation. In
fact, scientists involved in the microbial art project have
revealed their interest in this part. It becomes the context
within which Lee and scientists can trade each goal. That is
why it is the direct cause of trading between an artist and a
bio lab in the project. Lee predicts meaningful results with
intuitive confidence in the cultivation of fungi in fabrics.
That is to say, she is convinced that the growth pattern of
fungi can be transformed into a tool of art, and utilizes
their growth processes as artistic outcomes. On the other
hand, scientists accept the prediction as an interesting hy-
pothesis to develop new experiments. Indeed, Jieun Kim, a
scientist who has participated in the project with Lee, says:
"It was a new attempt to observe the growth of fungi in the
fabric. It is likely to be a meaningful experiment if we
check whether the fungi are absorbing nutrients from the
fabric itself. In the future, we will try to see if the fungi are
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growing even when the fabric is soaked only with distilled
water, and we will check the growth pattern of the fungi in
various environments including the fabric."”
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Figure 5. Siwon Lee, The images observed on cotton (left)

and wool (right) after 5 days of fungus inoculation © 2017
Siwon Lee.

The fact that artists and scientists have a considerable
consensus within the creation process does not necessarily
mean that they should share the same goal and the same
language. Just as the concept of trade does not presuppose
the concept of universal currency, trading between artists
and scientist does not rely on a universal language. It de-
pends on whether artists and scientists have a shared con-
text or not. In other words, within the trading zone called
bio art, all artists and scientists need to do is to share a con-
text within which they can trade their different goals. Even
though they use the different terms or the same terms with
different meanings, they can create their own language
through a shared context. It means that creolization is tak-
ing place in bio art.

Just as learners with different linguistic backgrounds
stabilize the simply mixed language called pidgin and con-
textualize the more complexly expanded language called
creole, artists and scientists using different languages can
experience creolization in their collaborative project. For
example, as Lee says, artists and scientists use the term
‘contamination’ differently. Scientists in the laboratory
think of contamination as a very serious risk, because it
becomes a failure factor of the experiment that makes it
impossible to identify various microorganisms. Artists, on
the other hand, view contamination as a chance to create
mixed media formed by a mixture of new materials, be-
cause it is involved in their imagination that the interven-
tion of various microbial species is like a mixture of new
materials. Such a difference made communication between
Lee and Kim difficult at first. However, as the collabora-
tive project progresses, they become able to understand
that the term can be used differently from what they origi-
nally thought to be. In the situation where only one type of
microorganism needs to be separated from other types,
contamination should be avoided. On the other hand, in the
situation of experimenting acceptance capacity of a new
environment such as fabric, contamination can be a phe-
nomenon that can be exploited. Thus, in the microbial art
project, both the artist and the bio lab experience a kind of
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creolization coordinating the different terms or the same
terms with different meanings.

Conclusion

A few years before Kac first used the term ‘bio art’, all
nucleotide sequences of Heamophilus influenza bacterial
genome were published. This is evaluated as a hew mile-
stone in the history of science. After that, the genome se-
guencing of hundreds of prokaryotes and dozens of eukar-
yotes has been completed. Of course, it includes a human
genome with 3 billion nucleotide sequences (Campbell,
2008). The results imply that biology has become one of
the most notable areas for the future of mankind. It is de-
rived from the development of biotechnologies such as
genetic engineering and cellular engineering as well as
biological subcultures such as molecular biology and ge-
netics. Above all, the development of biotechnology has
opened up the possibility of active intervention in life phe-
nomena beyond observation of life phenomena. In fact,
artists using biotechnology challenge such possibilities.
Thus, the places in which bio artists work are related to
both artists' studios and scientists’ laboratories.

Interestingly, from the perspective of the trader de-
scribed by Galison, such attitudes of bio artists are not dif-
ferent from that of Einstein who changed the notion of time
and space, or Feynman who opened a new chapter in quan-
tum electrodynamics. Galison says that theorists and exper-
imenters are traders who coordinate the research parts of
interpreted systems, not miraculous instantaneous transla-
tors (Galison, 1999). The theory of special relativity is
linked to Einstein’s experience in dealing with technology
patents on clock synchronization in the Swiss patent office,
and the Feynman diagram is involved in Feynman’s expe-
rience in developing atomic bombs at Los Alamos. It
means that science has not been developed as a simple the-
oretical system, but has been developed by a lot of trading
between theories and experiments. In that sense, artists
who are willing to enter the laboratory of science are trad-
ers who are encouraging a practical interaction between art
and science.

Furthermore, they predict that there exists emergent evo-
lution at the boundaries between art and biology. While
scientists generally try to obtain more definite results in
controlled experiments, artists try to get extended outputs
by connecting objects with external environments. Such
different views sometimes cause conflicts between artists
and biologists. But when they cannot find proper answers
for themselves, sometimes the different views might pro-
vide useful solutions each other and contribute to a healthi-
er growth of our societies (Malina, Topete, & Silveira,
2017). Thus, bio art can be a trading zone that leads to
trading activities between artists and scientists. Actually, as
we saw in the collaboration of Kac and some scientists, in
the trading zone called bio art, artists and scientists can
trade their goals assuming a shared context.

As a result, the creation process of bio art shows the
creolization that occurs within the trading zone. Even
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though artists and scientists use different languages in the
trading zone called bio art, they create their shared lan-
guage through a shared context. As we saw in the final
chapter, Lee’s Apple project is under creolization. In the
ongoing project related to microbial art, both the artist and
the bio lab experience creolization coordinating their dif-
ferent languages. It means that a new interdisciplinary field
called bio art is a creolized art form of art and biology.
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Abstract

This paper presents Awkward Consequence, a massive virtual
reality performance that explores and expands the limits of audio-
visual performances, offering alternative paths of exploration of
the aesthetics of virtual reality. Using mobile phones and card-
board-like viewers, together with a centrally—controlled architec-
ture, Awkward Consequence immerses its audience in a virtual
journey that is simultaneously individual and shared. By joining
the rich tradition of musical performance with virtual reality, the
piece investigates the future role of virtual reality, while simulta-
neously celebrating the immense artistic richness of this new
medium.
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Virtual Reality, Computer Music, Performance, Concert, Net-
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Introduction

“Reality is becoming a stereo-reality. Just as with sounds
you can make a difference between somber tones and clear
tones, so there will be a concrete, actual reality and a
virtual reality. From now on, humankind will have to act in
two worlds at once. This opens up extraordinary possibili-
ties, but at the same time we face the test of a tearing-up of
the being, with awkward consequences.” Paul Virilio [1].
In this paper, we present Awkward Consequence (AC), a
massive virtual reality performance that explores and ex-
pands the limits of audio-visual performances, offering
alternative paths of exploration of the aesthetics of virtual
reality.

AC consists of a musical performance where the audience
is immersed in a music—driven virtual reality journey,
where the music (composed for the performance) is per-
formed in-situ by the artists. The performance, therefore,
exists in what Virilio calls a stereo-reality, simultaneously
unfolding as actual and virtual experiences, with each one
allowing for different and complementary aesthetic explo-
rations.

This coexistence in two different, often antagonistic, reali-
ties is central to the piece: with AC—like in traditional
concerts—the experience is co—created by the simultane-
ous perception of the same stimuli by the audience. How-
ever, here the work is perceived from an immersive, isolat-
ed experience. The journey through the virtual reality (VR)

worlds is a private, personal experience, where the specta-
tor is completely alone. However, the spectator knows that
the individual experience is simultaneously experienced by
all the attendees. An individual, yet shared experience.

In this duplication of reality, a new aesthetic experience
emerges. New media art often requires making certain
characteristics explicit, to allow the creation of new artistic
languages. For example, although every artwork can be
thought of as interactive [2], only with the creation of ex-
plicit interactive works, the art of interaction could begin
to be explored.

AC not only explores the aesthetics of VR, but also makes
explicit—and questions—some of the characteristics of
public performances.

The piece was performed twice in Hong Kong in May of
2016. AC uses cardboard viewers and the attendees own
mobile phones running our software. The first performance
was hosted by ISEA 2016 [3], and the second was hosted
by K11 [4].

Virtual narrative

“I wanted my body back™ Myron Krueger, 1991 [5]

The recent increase in interest in Virtual Reality together
with the popularisation of relatively affordable related
technologies, have created a space of interest where com-
panies and organisations fight for influence over this medi-
um [6]. This influence should not be seen only in terms of
market share, but also in terms of the definition of what the
medium of VR is, what its aesthetic parameters and role
within society are. Its “terms of usage and content” are
being defined by the dominant forces in the industry [7].
The discussion of the implications of VR both in industry
and academy tends to obviate this social and political di-
mension focusing instead on a “device-driven” definition
of VR, that “fails to provide a conceptual framework”, and
fails to provide methods for consumers to understand “the
nature of virtual reality” [8].

Is in this context, we created a performance where the
political dimension is present both in the insertion of an
original aesthetic as well as in the explicit impact on the
experience of the performance’s audience. AC’s aesthetic
builds on the traditional graphic language of VR moving
towards unchartered territories, questioning and systemati-
cally negating the basics parameters of this nascent lan-
guage.

AC orchestration of the perceptual experience of the at-
tendees showcases the narrative and behavioural power of
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VR. By requiring the audience to surrender and immerse
themselves in the performance’s space, the asymmetries in
power inherent to any massive medium in general, and to
VR in particular, are revealed. The artwork is constructed
from the exploration of the aesthetics of this relationship.
Designing a VR experience implies creating a world and
situating an observer in it. Camera—placement and world
creation are, however, not new, for there are long cine-
matographic and theatrical traditions available. This gener-
ates a tendency to think of VR in relation to these previous
practices, where the Platonic categories of “Diegesis”
(directly addressing the audience), and “Mimesis”, (ad-
dressing the audience through characters) are directly ap-
plicable [9].

VR, however, is able to escape the diegetic—-mimetic di-
chotomy; artists are not verbally narrating, nor they are
(only) deploying characters. Instead, a VR poet offers a
computationally—backed meta—narrative. The narrative
becomes implicit and emerges from the interaction be-
tween the participants and the virtual world behavioural
and perceptual rules.

In AC we designed a sequence of worlds that starts offer-
ing an understandable environment to the audience, and
then explicitly negates some aspects of the metaphorical
world. The narrative unfolds then as a meta—narrative,
inhabiting a meta—world that emerges from this aesthetic
questioning of the environment’s design.

If, as Bordwell states, “perspective is narrative” [10], AC’s
meta—narrative inhabits the construction of these autocratic
scene-worlds, allowing the audience to reflect on the me-
ta—aesthetics of the experience: an artwork that exists in
the artistic discussion of its own medium.

“Perspective as narrative” refers not only to the technical
ability needed for VR’s trump I’ceil, but also to the narra-
tive that emerges from the shared technological knowledge
between artist and audience.

If “to see something as art requires something the eye
cannot descry — an atmosphere of artistic theory, a
knowledge of the history of art: an artworld” [11], new
media art also requires a techno—world, where the con-
sumption of the technological object is complemented with
an understanding (by both audience and creator) of its
environment and social roles.

If being an artist requires questioning the nature of art [12],
technologically mediated artistic production also requires
challenging what technology is, what its social roles and
possibilities are.

Image as stage, place as narrative

AC’s experience consists of a fifteen minutes’ journey
throw a series of related scenes. As the performance plays,
both in the actuality of the music played by the artists as
well as in the reactive synchronisation of visuals and
sound, we can explore a new reality that expands the idea
on virtual scenography [13]. However, in difference to
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early speculations on the idea of the augmentation of a
performer via projection mapping or reactive visuals, as
discussed by Jacquemin and Gagneré [14], AC augments
the perception of the participant, expanding the limits of
what is cognoscible and what is perceptible within the
fictional universe.

The virtual environment is reactive and augmented—a
stage without actors—suggesting a possible reversal of the
actor/spectator relationship. Again: perspective is narra-
tive, opening the possibility to enhance the theatrical
where, “as a consequence, architectural forms built in
cyberspace can respond to the viewer, encouraging pro-
vocative and illuminating interactions. In cyberspace, ar-
chitecture becomes a form of poetry” [15].

The total immersion of virtual reality, draws us closer to
the total art, the Gesamtkunstwerk and its relation between
media throughout the past centuries. Predating Richard
Wagner’s articulation [16], the Rococo, in the 18th century
also created exuberant, anarchic forms and wild ornaments
(Figure 1). Notably, due to the technical ability to material-
ise the complexity designed by the artist being insufficient
at the time, the most exuberantly designed elements can be
found in the ornament prints of that time.

With conscious disregard of formal alignment and rules of
constructed perspective, the capriccios, printed and dis-
tributed as an early form of advertisement, showed the
possibilities of the Rococo (Figure 2), where the wilder-
ness merges, and the foreground is distorted, blending with

A\u.

the middle ground of the itorial plane. Perspective as
narrative.

Figure 1. Johann Michael Fischer, German architect of the interi-
or works and integration of stucco and painting at the Abbey of
Ottobeuren (1744). Photo Johannes Béckh & Thomas Mirtsch.

Grau, Punt, and Asberry [17], see this mixed-reality space
as a “faux terrain”, a space that exist simultaneously as a
physical reality, and as a virtual quality of a perspectival
constructed image plane.



Our work proposes a related discourse: the actual sound of
the performance drives the behaviours in the virtual world.
The audience is presented with a real object and a virtual
causal relation, and this unfolding guides the journey

Figure 2. Johan Esaias Nilson, "Natura miracula" ca. 1770. The
etching shows the confluence between natural and ornamental
artefact, embedded in a continuum blending frame, foreground
and middle ground. (© Museum of Applied Arts_ MAK, Vienna).

Choreography as performance

AC exits in contradiction, a virtual journey and a physical
static attendance.

The initial virtual scene consists of a wireframe landscape,
fully reactive to the music and environmental sound. The
scene, titled The landscape (Figure 3), adopts an early
virtual reality aesthetic, reminiscent of cinematic experi-
ments—such as the rendered wireframe surface of the film
Tron (Steven Lisberger, 1982), or the contour map of a
planet's surface in Alien (Ridley Scott, 1979)—where the
audience already knows the metaphorical world representa-
tion.

Figure 3. Rendering of the opening sequence of Awkward Con-
sequence. (© authors)

The following scene presents a shift from the static camera
position of the participant to a directional linear movement.
The tunnel (figure 4), resembles a slow linear movement,
reminiscent of the movie 2001: A Space Odyssey (Stanley
Kubrick, 1968). Reframing Kubrick’s frequent symmet-
rical arrangements, this second stage is symmetric and
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closely reassembles the final scene of time and space. Also
similar to Kubrick’s usage of early CGlI effects to illustrate
a passing of time, this scene uses illuminated platonic
geometric elements that gradually increase in complexity
through aggregation.

Figure 4. Rendering of the second sequential movement of Awk-
ward Consequence. The Tunnel introduces a linear movement to
the Virtual Reality performance (© authors).

The first two scenes allowed a certain degree of openness.
The landscape’ sky is black and empty, The tunnel allowed
to look back creating a sensation of spatial and temporal
continuity.

What follows is the first pre-rendered scene. The room
(Figure 5), a closed, pulsating, and rotating environment
where up or down, left or right lose relevance. No horizon
is visible. Instead, the space is defined by a complex orna-
mentation and the dissolving of structured space and
wireframe contours. The journey has arrived in a manmade
environment, crafted with ornaments, reminiscent of gothic
architecture.

Figure 5. Rendering of the third movement of Awkward Conse-
quence. The Room is a fully closed environment. The participant
has no horizon; landmark or similar known orientation help and is
immersed in the performance. (© authors)

Reacting to a sudden change in the music, the journey is
abruptly interrupted by digitally intervened bi-dimensional
footage of Hong Kong (Figure 6). After losing a frame of
reference in The room, here the ultimate treason of VR is
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fulfilled: all illusion of three-dimensionality is discarded,
the audience loses the control of the point-of-view and is
rendered immobile, taken into a figurative trip through the
city. Contradiction arises anew: the footage moves through
a city were the actual audience is still.

Although AC is not thought of as a location—specific art-
work. The performances in Hong Kong (2016), allowed for
this reflection of the role that place plays in human realm.
What does it mean to be somewhere?

The already—present dichotomies between performance
and world, shared and individual experiences are here
maximised. A climax of hyper—real bi—dimensional repre-
sentation operates as a negation of the stereo reality, of
both the virtual and actual worlds. Representation becomes
figurative and abstract. AC reminds the audience that the
construction of place is always arbitrary, places don’t exist
until we grant them existence. Place is narrative.

o —
R, Eoin

Figure 6. All footage is filmed in Hong Kong. The participant is
confronted with the location clash of his/her position in Hong
Kong in a VR environment. Even more so, the 2D real film foot-
age is questioning the otherwise iteratively intensify visual narra-
tion. (© authors)

From this point, in reverse order and with significant alter-
ations, AC retraces the constructs visited. From The room,
through The tunnel, the participant arrives at a new open
landscape. The sea (Figure 7) is the second and last pre—
rendered space. An unapologetic abstract hyperrealism that
celebrates the possibilities of the medium, while reminding
us of its inherent strangeness. With a duration of three
minutes, it shows a waving sea, materialised as a thick
wireframe carpet of colliding geometries.

Formally quoting Sugimoto Hiroshi’s cycle of seascapes
[18], a blend between the sky and sea into an almost
whiteout space that retains the spatial qualities, is funda-
mental in the design of the environment. Yet, where
Sugimoto inspires calmness, The sea also references works
of Peter Schldr: disturbing, wild, and contrasted photog-
raphy [19]. These two artists provide the formal framework
for the environment.

The sea is also the only scene with other inhabitants: ab-
stract creatures that ignore the audience, drifting in the
dark environment. Peaceful, yet distant. Alive, yet alien.
Actors yet scenography. A metaphorical representation of a
stereo reality from within.
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Figure 7. Raw data before being mapped in Unity 3D to two
spherical environments. 360 spherical renderings of the sea envi-
ronment upper and lower mapping. (© authors)

Awkward Consequence

The development of AC’s hardware and software infra-
structure faced several technical complexities, particularly
regarding the integration of known solutions in a computa-
tionally heterogeneous environment.

A client-server architecture was adopted, with client-
hosted data. Clients were implemented using Unity3D 5.4
[20], together with Google’s Cardboard SDK [21].
Unity3D’s straightforward asset pipeline and importing
tools greatly streamlined the development process.

To provide a consistent visual experience, our tests shows
that a minimum of 60 FPS was necessary. The following
rules allowed us to achieve it in the heterogeneous compu-
ting park of AC:

a. Not using full frame shaders.

b. Never rendering more than 16.000 vertices (this required
simpler 3D models, and to load and unload geometry in
execution time).

¢. Only using triangles as primitives (mobile graphics chip-
sets are optimized for triangles).

d. Using a maximum of three light sources per scene.

e. Preferring alpha blending and baked lighting over new
light sources.

f. Using small textures, and texture atlases (AC uses a max
texture size of 1024 by 1024 RGBA pixels).

Given the substantially different processing power and
rendering capabilities of the audience’s phones, to ensure
the required framerate, the two most complex scenes—
mostly in the form of high polygon count, complex light-
ing and material properties requiring—were pre—rendered
and played as stereoscopic 360 videos (Figure 8).

To reproduce these videos, we used a third-party video
player solution [22] that allowed using Android’s and
iOS’s native video players (Unity3D’s native video player
has serious performance limitations), offering the video to
Unity3D as a new equirectangular texture that was mapped
onto inward pointing spheres surrounding each eye (Figure
8).



Figure 8 3D video rig with two spheres - one on each camera,
creating a parallax effect (© authors)

Bi—dimensional video only required a fixed frustum
aligned with the user’s point of view (Figure 9).

To achieve smooth video reproduction, the combination of
codec and resolution depicted in Table 1 was followed.

Figure 9 2D video rig - a single frustum aligned with the main
cameras using Unity3D. (© authors)

All video content was stored as a single file that was re-
produced following AC’s script. This video weights 1.2 Gb
making it impossible to store it within the application. A
custom Unity3D plugin was implemented that reliably
downloaded the video from an Amazon S3 server [23].

Avg.
(OK] Codec Resolution FPS Bit
Rate
1920 x 1080
h.264 (Base-
. . (3840 x 2160 20-30
Android  line, level . 30
on high end Mbps
4.2) )
devices)
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h.264 (Base-
) ] 10-14
i0S line, level 1920x1080 30
Mbps
3.1)

Table 1 — Codec and resolution criteria for video files used in
Awkward Consequence.

Wireless synchronisation between the server and all the
clients was implemented using OSC messages over UDP
in a WLAN. Within this architecture, the server coordinat-
ed the show. It emitted a periodic (heartbeat) message and
controlled specific real-time parameters sending orders to
all the connected clients.

Given that IP broadcasting was unavailable due to mobile
phones ignoring broadcast messages to save power, AC
implements a unicast broadcast-by—subscription protocol,
where one component [24] acts as a client register and
message relay.

Epilogue

Robert Barker patented the panorama in 1789. In effect, for
several centuries, “extraordinary efforts were made to
produce maximum illusion with the technical means at
hand” [25].

The contested space of contemporary virtual reality, how-
ever, for the first time presents a problem that is much less
technological than artistic and socio—political. The reasons
behind massive adoption depend not on the ability to ren-
der convincing illusions, but on the economic and social
role that the VR as a medium will play.

In this context, there is an urgent need for artistic explora-
tion of this new medium. Awkward Consequence aims at
generating some space for this exploration: via the creation
of a compelling aesthetic experience, we propose that the
search for alternative paths is not only urgent but also
attainable.

Even if it’s true that new media art is always somewhat
subversive—it systematically attempts to escape from the
role of passive consumer—uvirtual reality art has not been
able to reach a significant audience.

By joining the rich tradition of musical performance with
VR, our work generated spaces of reflexion, while simul-
taneously celebrating the immense artistic richness of this
new medium.
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Abstract

We are on the brink of losing many cultural
heritage sites around the world. Man-made and natural
disasters have played a contributing role in these
destructions. Museums, libraries, archives and other
private and public institutions across the world have
undertaken the tasks of preservation and conservation. The
preservation progress is tremendous but also limited. The
preservation of cultural heritage requires extensive
collaboration within the community in defining accuracy
and authenticity of historical information. It needs
establishing cultural knowledge, what it entails, and how
the community might best contribute. It demands scholars
to establish preservation practices that are deeply ingrained
in the cultural activities. This paper is an attempt to use the
traditional and emerging technologies in digital
preservation of a cultural heritage site in the Kathmandu,
Nepal which was destroyed in the April 2015 earthquake.
Working with a local community in Nepal, overcoming
preservation challenges and visualizing of three-
dimensional prototypes in a virtual reality environment,
this paper explores in bridging the gap between the
documentation and preservation practices.

Keywords

Cultural Heritage, Digital Preservation, Virtual Reality, 3D
Visualization, Prototyping, Human-Computer Interaction

Introduction

Much of the cultural content in recent
history is documented through scanning and
modeling while traditionally it was documented
through drawings, manuscripts, and photo imaging.
This type of documentation has affected history and
time through interpretation and cultural awareness.
The use of digital technology such as virtual reality
in archeology and preservation of historical artifacts
seems like a tangible path. Digitally constructing in
preserving cultural heritage can be challenging and
daunting. Methods of preservation, cost and
metadata and archiving techniques [1] need careful
analysis for historical accuracy, authenticity and
cultural awareness. Bridging the gap between
documentation and preservation need to be evaluated
and examined thoroughly [8]. Thus, modern science
and digital technology have become an ideal choice
for many tasks of preservation.

Preserving of a cultural heritage is
stimulating but can be challenging and
overwhelming. Rebuilding and reconstructing of
destroyed historical sites can be perplexingly
complex, yet sometimes logistically and financially
impossible. Institutions across the globe such as,
National Archives have created various national and
international initiatives to preserve much of the
historical contents. But, they are limited to traditional
preservation materials in paper-based, microforms,
photographs and audio-visual formats [2,3,4].

To address the ongoing issues in preserving
of cultural heritage sites, the UNESCO convention in
2013, brought together 160 countries around the
world that agreed to safeguard the “Intangible
Cultural Heritage” around the world. The UNESCO
maintains the registry lists of “Good Safeguarding
Practices” that allows communities and other
stakeholders to share successful safeguarding
experiences, examples and challenges in preserving
their living heritage [5]. In recent years, the
Smithsonian National Museum in the United States
has started utilizing three-dimensional digitization
and replication technologies such as
photogrammetry and rapid-prototyping. Although
plentiful efforts have been placed into digitizing
cultural heritage, the process has been slow and
expensive [6]. In many cases, access to preservation
sites faces substantial challenges and difficulties.
Thus, preservation in digital humanities is
encouraging, yet largely experimental and still
untested [6, 7]. Various tools and methodologies are
used in documenting manuscripts, books and
physical historical resources; the decay of those
materials is rapid and real [6]. Efforts in addressing
these issues must be seriously considered and
discussed.

In  recent years, the extraordinary
development of digital interactive technologies such
as virtual reality, augmented reality and mixed-
media reality offer an ideal platform to synthesize the
ongoing  preservation  challenges.  Historical
inaccuracies are easier to identify and authenticate
into a reliable information/ technology that has the
potential to unleash innovation and discoveries. This
paper shares an ongoing development of a virtual reality

Proceedings of the 24th International Symposium on Electronic Art

49



ISEA2018

project that uses innovative and creative solutions for
documenting and digitally preserving a physical
cultural heritage site. The study has provided optimistic
results that may contribute to sustaining a cultural and
historical artifact in the future. The technology used in
this development has offered an opportunity to
understand user-interaction and frameworks for trans-
disciplinary studies in a virtual reality environment. In
the future, these results may offer us insights in
accessing complex visual processing and scientific
visualization as well as help us gather historical
information efficiently and effectively. Finding
innovative solutions in archiving, documenting and
preserving through these type of development and
studies will allow us to understand the user preferences
in accessing historical archives and ease of use of a new
technology.

Historical Significance

As part of an ongoing effort of reconstruction
and rebuilding after the April 2015 earthquake,
preservation groups and academic institutions have
been working tirelessly to preserve the cultural heritage
sites in Nepal. Bungamati, which is known as “Rato
Machendranath” temple, dates back to 6th century
A.D. [16,] (Figure 1). At the :

Lab (For more information see,
http://www.ubalt.edu/gamelab), we wused archival
footage and historical manuscripts of the physical
environment of the “Bungamati” temple and
surrounding areas into the development of the three-
dimensional models. It was later implemented into a
virtual reality technology. Preservation of this size is
challenging. We worked with our global partners
between the United States and Nepal. Students and
faculty at the Kathmandu University and the University
of Baltimore including, the local community in
Bungamati area and local government officials in Nepal
were involved in the past two years of this development.

Despite the richness and complexity of the
proposed project. The collection of this nature could
hold a significant and noble resource for the study of
historical artifacts and cultural heritage for people
around the world. Although there are archival
procedures in place, minimal effort has been set to
document and to collect the historical information in
recent years. Nepal’s current economy and continuing
political crisis are the two major factors that prevent
these cultural heritage sites to be archived. The
proposed solution of digitally preserving a cultural
heritage is an ideal solution that can be accomplished
with minimal disturbance to the ancient archeological
sites. Alternatively, visualizing cultural heritage sites in
a virtual reality may become a platform to rebuild and
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restructure the destroyed architecture and artifacts in
the near future.

T e N
Figure 1: The historic area of Bungamati (Rato
Machendranath) — before and after April 2015 Earthquake.

(Photo credit: left Mauro/Ornella, right Omar Havana)

Literature Review

Preservation of cultural heritage are aimed in
preserving tangible as well as intangible heritage [12].
The use of economically sustainable and reasonable
solutions of accomplishing the up keeping of the
cultural heritage and historical artifacts without
minimal disturbance has become a challenging issue in
the preservation and conservation [12, 9]. The use of
virtual reality and new digital technology like a rational
path, but constructing and preserving cultural and
historical artifacts is challenging. Preservation methods
and archiving techniques need careful analysis.
Technologies such as the CAVE automatic virtual
reality environment, head-mounted display (HMD) and
mixed-reality technology has the potential to unleash
new innovations and discoveries in preservation related
tasks [13]. They can become a meaningful tool in the
scientific community. It provides an opportunity for
engaging users in an immersive and interactive
historical ~ environment  while achieving the
technological opportunities of making interactive
history. So many confounding factors plays a role in
designing and replications of historical artifacts, these
types of research need long-term planning, an
understanding of documentation and preservation
process [8] thus, maintaining of the digital historical
artifacts by working with the scholars, community and
National Archives [10] around the world.

Methods

In the research study, we used two types of
virtual reality technology; (a) CAVE automatic virtual
environment and (b) HTC Vive head mounted display
(HMD). The virtual environment of the cultural



heritage site “Bungamati” was developed at a research
lab at a public university in the United States. The lab
is equipped with immersive, visualization and
interactive game technologies, and used as a hub for
interdisciplinary study in games and media.

Figure 2: The schematic view of the CAVE virtual reality
system.

The U-Shaped CAVE virtual reality system
was designed and constructed. Inspired by various
types of display technologies and CAVE design —
particularly superior in field-of-view and visual acuity
[14] — we used modular walls and low-cost hardware
electronics (Figure 2). The system relies on a multi-
projection positioning system to achieve 3D
stereoscopic viewer-centered perspective,
synchronized with an active shutter glass. The active
shutter glass converts the 2D images generated by the
projectors into a three-dimensional stereoscopic
display. To accomplish interactivity, haptic devices
such as Xbox 360 and PS3 wireless game controllers
were interfaced with a host workstation. The controllers
were used as tracking devices for navigation and user
position. To prove the projection ability and
visualization technology and to achieve virtual reality
(VR) research goals, students at the Lab worked
with various types of construction materials. PVC pipes
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were used to design the modular CAVE structure
(Figure 2). Shower curtains were fabricated into a rear-
projection stereoscopic display. The display screen was
created in 8 ft. by 6 ft. three-faced walls with six 3D
rear short throw projectors. Each 3D projector had
maximum 5000 lumens with the 1080p high-definition
(HD) display with 70 Hz of refresh rate with projected
surface area of 4 ft. by 3 ft. Various software was used
such as, Autodesk 3D Studio Max. Texture maps were
developed using photo editing software Adobe
Photoshop. The final 3D models were exported into the
Unity3D game engine. Programming language C# and
JavaScript were used and a wireless Xbox 360
controller was used as a haptic device to interact with
the CAVE environment.

Figure 3: A user interacting with a virtual “Bungamati” area
(see Figure 1) ina CAVE automatic virtual reality
environment.

The first study compared user preferences of
finding color/ patterns, shapes, usefulness of VR and
search for historical information including general
ease of use between two mediums, (setup 1) CAVE
automatic virtual reality environment and (setup 2)
paper-based artifacts. 14 student participants
volunteered for this study. Institutional Review
Board (IRB) permission was approved at a major
university in the United States to carry out this study.
Each participant filled out an informed consent form,
interacted with both mediums, and answered basic
questions regarding the content found in them and
their experiences [9].

The next iteration of development included
improved design and added historical information
that became available by Thomsen, J. Woerun, J.
Haagensen, H. 1968. [15]. Thomsen’s archival
documentation and additional documentation of the
“Bungamati Temple” and additional archival footage
from the “Taragaon Museum” in Kathmandu, Nepal
allowed us to authenticate Bungamati’s structures
and its cultural heritage information. The display of
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Figure 4: Bungamati Temple and the surrounding area in Nepal, developed at the GameLab (http://www.ubalt.edu/gamelab) for
the head-mounted display (HMD) virtual reality mobile application.

historical information and user-interaction addressed
in this phase solved issues that persisted in the first
study. We could integrate navigation and interaction
with the mobile platform in the HMD device. This
enabled wusers to find historical information
efficiently (Figure 4). Some programming anomalies
were identified and corrected. Other technical
corrections included the frame rates and frequency
rates in the mobile platform.

In an HMD system, a participant was given
plentiful time to familiarize themselves with a sample
task of navigation, interaction with cultural and
historical artifacts. Upon completion of each setup,
each participant was asked to switch to the alternate
setup to carry out the same familiarization tasks. Same
as the CAVE setup in the first study, participants could
navigate and locate patterns of objects, shapes with
historical significance allowing users to identify and
search for historical information and artifacts through
three-dimensional models, text and images presented
side by side. Many of the historical information and
artifacts were modeled and sometimes scanned and
photographed as reference images in the virtual reality
environment. The text-based supporting documents that
were retrieved from historical archives were translated
in English language. The three-dimensional modular
and interactive models were the representation of the
physical, historical area of “Bungamati” temple and
surrounding area.

Overall, participants reported significant
improvement of using HMD as a new technology and
finding historical information. They also reported
significant improvements in ease of use when asked
about ranking HMD as a tool. When asked about their
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experience with the CAVE compared to the HMD
display, participants reported CAVE as a better tool to
carry out preservation related tasks. Participant’s self-
reporting showed the HMD might better disseminate
cultural heritage preservation. Figure 4., shows the final
version of the “Bungamati” temple that was
transformed into the HMD virtual reality mobile
application. It is being modified to fit in multiple mobile
devices that can be accessible world-wide through the
web. In addition, the is developing digital
preservation work of other cultural and historical
monuments in the Kathmandu valley, including the
UNESCO world heritage sites in Nepal.

Conclusion

This paper brings an array of possibilities in the
digital preservation domain using virtual reality and
designed through studies of human interaction
technology. Artists, developers, archeologists,
scientists and scholars from multiple discipline can
work in the preservation domain in exploring
innovative solutions in converting and sustaining
cultural heritage into a three-dimensional interactive
virtual environment. That will allow us to identify
cultural heritage with unique perspectives. This
technique will allow scholars from multiple
discipline to work together in digital humanities.
Using this technique may offer a technological
alternative to articulate, process and disseminate
historical data. Sustaining cultural heritage also
provides an ideal opportunity to access user
interaction related research and development. It
facilitates scholars to work and develop field



research and develop a research method that is
critical in the field of interdisciplinary studies.
Visualization of cultural heritage in a mobile VR
platform addresses and provides insight into lost
historical innovation and creativity that may
influence future development of tools and
technologies. It can become a vital tool in
contemporary research in accessing complex visual
processing and interactive components in the domain
of scientific visualization. The potential of scientific
visualization of cultural heritage and collections have
a greater impact on teaching and learning for people
all over the world.
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Chemical Skin - Computer Numeric Controlled Craftsmanship
(CNCC)

Abstract

Most 3D printing technologies excel in delivering geometric
complexity, functionality and part precision. Yet, most are not
designed to adequately articulate the surface of 3D printed elements
with complex patterns, motifs, or colouration. The problem of
synthesis between form and surface reaches back to the first
forming of clay vessels and the added surface articulation as glazing
after the firing of the clay form. In the long history of Chinese
ceramics, craftsmen were able to balance an intricate knowledge of
material reactions, form, and glazing during the firing process with
curiosity and the will to innovate.

This paper presents the results of our investigation into
transferring this ancient craft — it combines scientific, historical,
cultural and technical considerations to analyze and reflect on the
digital making process of a glaze for 3D printed objects. Through
an experimental, yet inclusive interdisciplinary research method
using a combination of material experiment as well as catalogue
and design application, we created an index of suitable chemical
reagents and developed robotic and software tools for their
application on 3D printed surfaces. The resulting digital
craftsmanship is able to extend the repertoire of today’s digital
working artists and designers.

Keywords
3D printing, CNC, CAD, Cyanotype, Digital Craftsmanship, Laser

Introduction

The impact and urgency of our research into the surface
articulation of 3D printed objects is economically supported
by the success of 3D printing as a game-changing invention
with the value of the Additive Manufacturing Industry in
2015 estimated to be $5.165 billion [1]. Yet, the validity of
the research is not primarily based on its economic potential.
Its impact through the making of new objects will affect the
transfer of images and cultural legacies from one medium
and technique to another. This is not only an experimental,
technological innovation, but also a form of culturally-led
intervention of science into applied arts.

Our research into the transfer of craftsmanship methods to
the chemical augmentation of 3D printed surfaces, using
digitally controlled activation, results in the development of
digital tools and chemical processes that enable new
material based expressions for artists and designers. This
paper will describe the robotic set-up, chemical recipes and
procedures that enabled the precise activation of 3D printed
surfaces coated with cyanotype — a photosensitive chemical
that changes colour when exposed to UV radiation. We
provide a cultural framework to compare this new method
to the traditional craft of ceramics.

Durban, South Africa

54

Design Processes: In ceramics, an object is handmade and
all processes are applied analogue to the object - truly
emphasizing the relationship between the craftsman’s hand
and the object [2]. In our project, we aim to extended the
digital ontology of 3D printing to the articulation of its
surface properties. This post-process operation extends the
existing workflow of 3D printing. Our research enables
artists and designers to transfer key characteristics of
ceramic craftsmanship such as stroke width and type,
gradient intensity of lines from analogue to digital —
embodying 3D printed objects with artistic merit, variety
and expressions.

Material Combinations: Material experiments have been at
the core of the development of ceramic glazes. Different
firing processes and glazing chemicals allowed new colours
to emerge and resulted in a plethora of artistic expressions
[3]. Seeing the tremendous impact material libraries have on
art and design, [4] we have experimented with common 3D
printed substrates (PLA, ABS, Nylon, TPU...) to confirm
their compatibility with our processes.

Tools for Making: Compared to the ability to produce
geometrically complex forms in 3D Printing, the inability to
create surface articulation on the printed objects means
simple details on toy figures still demands to be painted by
hand. Automatic methods to print on complex surfaces with
high definition is becoming increasing relevant and urgent.
Recent development such as the precise hydrographic
printing and thermoforming are producing a measureable
impact in research and the industry [5]. This paper describes
a novel method to overcome the reachability problem when
printing on complex surfaces. By uniformly coating the
object with photosensitive chemicals and selectively
exposing the area with laser beams, no direct contact is
necessary. Any surface that is visible can be subjected to
lazing.

We have developed a comprehensive approach that
encompasses artistic, technical and historical resources in
order to deliver a culturally engaged research output. This
approach can be explained over three key areas.

First, we highlight the cultural significance of ceramic
painting as a role model to our research. The intricate
interplay between technological advancement and artistic
expression in this craft allows for research as an
interdisciplinary undertaking that combines art, technology
and science.

Second, we explain the technical foundation that leads to
the use of cyanotype. This includes the analysis of the
technical requirements and challenges to coat plastic
surfaces with photosensitive chemicals. It also includes
discussions on photo-reactive chemicals in alternative



photography and technical research on their activation via
computer controlled manipulation of laser beam.

Finally, we present a series of experiments conducted to
validate our research approach. These experiments act as
proof of concept of our printing method applied to a range of
plastic materials with planar and 3D surfaces . A palette of
artistic expression is presented such as line width, colour
intensity, hatching patterns and gradients of colour patches.
The experiments are contextualized within the cultural
dimension of the research — the interdisciplinary transfer of
traditional into digital craftsmanship techniques. This
contextualization frames the project not only as an
engineering problem or design research, instead it constitutes
an innovative approach to articulating a synergy between
craft and technology

Craft as a role model for innovation - Historic
Dimension

The earliest surface expressions reach back to the New Stone
Age. Artefacts from the excavations in Banpo, Miaodigo and
Majiayao show a great variety of ceramic paintings depicting
decorative motifs, human faces, fish and abstract intricate
patterns. These motifs were applied to the surface either
before the firing process or, in the case of burial artefacts,
after the firing process. It was not until the Tang dynasty that
craftsmen in Changsha, Hunan (China) developed new
methods and kiln firing techniques that led to the
establishment of chemical underglaze using pigments
derived from oxides. This allowed for new forms of
expression and for the re-articulation of elaborate landscape
motifs and more complex patterns to emerge. At the same
time as opening up a plethora of artistic expressions, the
development of the underglaze and the associated glost firing
(firing the ceramic twice and at higher temperature first)
limited the spectrum of colours that could withstand the
higher temperatures of the first firing process. During the
Song dynasty, experimentation and curiosity at the Cizhou
kilns (now called Handan in Hebei province) led to the
development of a much wider range of colours. White glaze
with black underglaze, and the development of red and green
glaze, allowed for further artistic freedom. Finally, with the
development of the classical white and blue glaze through
the use of cobalt oxide, artistic expression was able to
articulate up to five shades of colour and hence achieve depth
in the depiction of landscapes and natural motifs [6].

Today, the centre of ceramic artistry in China is located in
Jingdezhen, Jiangxi province. The city is known to nurture
new artistic creativity and engender the development of new
ceramic and glazing techniques. It is a reminder that this craft
is still highly contemporary and that its culture is alive. The
results generated by this community range from new
material approaches, new glazes, new firing techniques and
new artistic concepts. This exemplary experimentation is a
model and subject for our research into surface articulations
for 3D printed substrates and the changes it will bring for the
creative industry.

FULL PAPERS / Hybridization and Purity

Ceramic painting process

The concept behind many of the ceramic painting methods is
the interplay between various types of glaze, various
temperatures of firing and the correct sequence in between
the firing stages and the respect of the behaviour of the glazes
with regards to the geometry they are applied onto. Most
types of glaze are based on mineral oxides as these are able
to withstand higher temperatures in the firing, yet each glaze
has its specific behaviour in terms of melting fluidity,
temperature expansion and colouration changes to name a
few. Broadly speaking, a glaze can be characterised as a
chemical component that when applied to pottery, fuses with
the substrate when placed in a kiln at high temperature.

In general, glazes can be categorized in two types of glaze
with specific application. This simplification allows
transferring the logic of glazes from the traditional craft to
the application into today’s additive manufacturing.

First, in order to create higher levels of articulation and
colour differentiation, glazes need to be applied in layers.
The first layers of glaze will be able to dry without necessary
firing them. However, the layer thickness of these needs to
be controlled, as well as the melt fluidity of each ingredient
of the glazes. For example, if one uses two layers and both
glazes have high melt fluidity, each layer will need to be
thinner than normal as otherwise the surface will need to be
roughed with contours to be able to tolerate more running.
Alternatively a fluid first layer and a non-fluid second will
result in the risk of the second layer’s weight will create a
downward pull and destroy the first layer.

There are numerous constellations of this and with
increasing complex and multi-coloured glazes, this chemical
behaviour extends. Yet, they all together are called
‘underglaze’. One important observation at this point is the
deviation from traditional pottery, which often uses dipping
techniques to apply glaze and the currently more widespread
use of commercially-prepared brush on glaze. As with low
fire, these high temperature prepared glazes have added gum
to make them paintable. Although this process is slow
(compared to dipping) and it is more difficult to get even
coverage, the opportunity to layer glazes of different colours
and characters to produce reactive visual effects has become
highly appealing to many potters. This process is also a point
of translation in our digital craftsmanship, the concept of
layered applied chemicals with different properties in the
laser activated chemical coating.

The second process, after drying the various applied
underglazes or in some cases as well firing the underglazes
so called biscuit firing, is the glaze. This is used to allow
shine and reflection to coat the surface and hardens the entire
surface.

The last process is called over glaze. It involves relatively
low temperature glaze chemistry. Usually, an “overglaze” is
only used in small areas over the glazes and fired surface.
The object will need to be fired again after this application.

In each of the glazing steps, the glaze can be applied via
dipping or brushing. For us, the transfer of the logic in this
craft lies in the layering of chemical coating and the multi
stage processes of photographic exposure and fixing. The
main technical challenge were in creating the chemical
coating with a chemically compatible binder and the
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preparation of the surface where it would be applied. Within
this challenge, consistency and repeatability is particularly
important. Secondly, we need to create the optical setup for
delivering a highly parallel laser beam for the photochemical
activation of the coated surface of the 3D print. And, lastly,
similar to the glaze, what would protect the layer and stop
the curing process?

The problem with printing on geometrical complex
surfaces

In the context of 3D printing, aesthetically appealing
consumer products did not emerge until the invention of
powder-bed inkjet printing which offered gradient multi-
colour printing (Z Corporation, 3D Systems). Additionally,
hot vapour smoothing process provided glossy finished 3D-
printed parts [7]. Both methods however are only applicable
to a very small range of objects due to the extreme chemical
specificity of the hot vapour methods, being limited to ABS
and PLA plastics and the structural weakness of the powder-
bed process.

Alternatively, printing on non-planar surfaces is a long-
standing challenge in product design and manufacturing.
Existing techniques such as inkjet printing allow surface
fluctuation only within a few centimetres [8]. Letterpress
offset printing [9] and screen printing [10] can conform to
developable surfaces due to the cylindrical shape of the
offset transfer drum and the flexibility of the silkscreen, but
are not applicable to non-developable surfaces where the
silkscreen needs to be distorted when being wrapped. Recent
research in hydrographic printing technologies [11], [12] and
colouring 3D printed surfaces by thermoforming [13]
provides a new way to predict transfer film distortion, and
combined with robotics means of precisely administering the
process, results in good registration.

Certainly, this strong rival method to our research provides
a larger colour palette as it uses planar printing methods
derived from well explored printing onto film. Another
approach is using marking technology with lasers. A
marking mechanism relies on vaporizing, staining, oxidizing
or annealing the substrate only provides gradient control of
the stain colour [14]. Laser removal of top coats provides
only two coloured results [15].

Our approach

Our clearly defined goal is to harness the precision,
repeatability, customizability of computer controlled
machines. The hydrographic printing methods mentioned
earlier [16] and [17] demonstrate a similar motivation in
articulating the often monochromatic 3D printed objects via
digital control. Yet, in difference to their research into the
application of additional surfaces onto the 3D printed
substrate, we apply and activate chemical coloration directly
on the surface thus, in the analogy to the glaze firing, are
firing the chemical directly onto the surface. The advantages
of our research trajectory are a lower machining cost, lower
maintenance, less invasive material tensions and no longer
applying mechanical forces during the process of application
of a surface to the 3D printed form.

The disadvantage is the lack of high fidelity colouration
that hydrographic and thermoforming both incorporate
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through transfer of existing printing technologies.
Additionally, our research provides a new application for the
recently maturing 3D position and registration techniques
(such as photogrammetry and laser scanning) that can
precisely relate a physical object to its digital model.

Both physical models that originate from a digital file via
3D printing and models that are hand crafted can benefit
from this workflow. This enables a downstream digital
design process for surface patterns and articulations that can
be digitally simulated, visualized and precisely fabricated.
Thus, there were two main technical challenges. First, the
chemical component of finding the right chemical mixture
that can be activated using UV light and fixed after the
process, and second, to develop the appropriate software and
hardware tools to register the object and precisely activate
the chemicals on complex surfaces.

The chemistry — Alternative Photographic Process

Our research focuses on photosensitive chemical processes
that can be activated using UV laser light. While both
infrared and ultraviolet lights are possible, UV lasers are
widely available in the market and UV sensitive chemicals
are in more economic viability and available abundance.
Before the widespread use of silver nitrate gelatine
photography, many chemists and photographers conducted
research into alternative reagents suitable for photographic
film and photographic paper - ‘alternative photographic
process